
Optimal Control Problem Statement.

Lebesgue measure and integral

(Lecture 1)

Yuri Sachkov

Program Systems Institute

Russian Academy of Sciences

Pereslavl-Zalessky, Russia

yusachkov@gmail.com

¾Elements of Optimal Control¿

Lecture course in Program Systems Institute, Pereslavl-Zalessky

24 January 2023
1 / 11



Plan of lecture

1. Optimal Control Problem Statement

2. Lebesgue measurable sets and functions

3. Lebesgue integral

4. Carath�eodory ODEs
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Optimal Control Problem Statement
Control system:

q̇ = fu(q), q ∈ M, u ∈ U ⊂ Rm. (1)

• M a smooth manifold
• U an arbitrary subset of Rm

• right-hand side of (1):

q 7→ fu(q) is a smooth vector �eld on M for any �xed u ∈ U, (2)

(q, u) 7→ fu(q) is a continuous mapping for q ∈ M, u ∈ U, (3)

and moreover, in any local coordinates on M

(q, u) 7→ ∂ fu
∂ q

(q) is a continuous mapping for q ∈ M, u ∈ U. (4)

• Admissible controls are measurable locally bounded mappings

u : t 7→ u(t) ∈ U,

i.e., u ∈ L∞([0, t1],U). 3 / 11



• Substitute such a control u = u(t) for control parameter into system (1)

• ⇒ nonautonomous ODE q̇ = fu(q)

• By Carath�eodory's Theorem, for any point q0 ∈ M, the Cauchy problem

q̇ = fu(q), q(0) = q0, (5)

has a unique solution qu(t).

• In order to compare admissible controls one with another on a segment [0, t1],
introduce a cost functional:

J(u) =

∫ t1

0

φ(qu(t), u(t)) dt (6)

with an integrand

φ : M × U → R

satisfying the same regularity assumptions as the right-hand side f , see (2)�(4).
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• Take any pair of points q0, q1 ∈ M.
• Consider the following optimal control problem:

Problem

Minimize the functional J among all admissible controls u = u(t), t ∈ [0, t1], for which
the corresponding solution qu(t) of Cauchy problem (5) satis�es the boundary condition

qu(t1) = q1. (7)

• This problem can also be written as follows:

q̇ = fu(q), q ∈ M, u ∈ U ⊂ Rm, (8)

q(0) = q0, q(t1) = q1, (9)

J(u) =

∫ t1

0

φ(q(t), u(t)) dt → min . (10)

• Two types of problems: with �xed terminal time t1 and free t1.
• A solution u of this problem is called an optimal control, and the corresponding

curve qu(t) is an optimal trajectory.
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De�nition of Lebesgue measure in I = [0, 1]: H. Lebesgue, 1902 1

• Measure of intervals:

m(∅) := 0, m(|a, b|) := b − a, b ≥ a, | = [ or ].

• Measure of elementary sets: m′(⊔∞
i=1|ai , bi |) :=

∑∞
i=1m(|ai , bi |)

• Outer measure: µ∗(A) := inf {
∑∞

i=1m(Pi ) | A ⊂ ∪∞
i=1Pi , Pi intervals} .

• Lebesgue measure:
• A ⊂ I is called measurable if

∀ ε > 0 ∃ elementary set B ⊂ I : µ∗(A△B) < ε, A△B := (A \ B) ∪ (B \ A).

• A measurable ⇒ Lebesgue measure µ(A) := µ∗(A).

1A.N. Kolmogorov, S.V. Fomin, "Elements of theory of functions and functional analysis"
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Properties of Lebesgue measure

1. System of measurable sets is closed w.r.t. ∪∞
i=1, ∩∞

i=1, \, △
2. σ-additivity: Ai measurable ⇒ µ(⊔∞

i=1Ai ) =
∑∞

i=1 µ(Ai ).

3. Continuity: A1 ⊃ A2 ⊃ · · · measurable ⇒ µ(∩∞
i=1Ai ) = limi→∞ µ(Ai ).

4. Open, closed sets are measurable.

5. There exist non-measurable sets (G. Vitali, 1905)

6. A ⊂ R is measurable if ∀ A ∩ In is measurable, In = (n, n + 1], n ∈ Z,
7. µ(A) :=

∑+∞
n=−∞ µ(A ∩ In) ∈ [0,+∞].

8. µ(A) = 0 ⇔ ∀ε > 0 ∃ intervals: ∪∞
i=1 Pi ⊃ A,

∑∞
i=1m(Pi ) < ε.

9. A property P holds almost everywhere (a.e.) on a set X if ∃ A ⊂ X , µ(A) = 0, s.t.

P holds on X \ A.
10. f : R → Rm is measurable if f −1(O) is measurable for any open O ⊂ Rm.
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Lebesgue integral: De�nition
• Let µ(X ) < +∞. A function f : X → R is simple if it is measurable and takes

not more than countable number of values.
• Th.: A function f (x) taking not more than countable number of values y1, y2,
. . . is measurable i� al sets f −1(yn) are measurable.

• Th.: A function f (x) is measurable i� it is a uniform limit of simple measurable

functions.
• Let f be a simple measurable function taking values y1, y2, . . . . Let A ⊂ X be

measurable. Then ∫
A
f (x)dµ :=

∑
n

ynµ(f
−1(yn)).

A function f is called integrable on A if this series absolutely converges.
• A measurable function f is called integrable on A ⊂ X if there exist a sequence of

simple integrable on A functions {fn} that converges uniformly to f . Then∫
A
f (x)dµ := lim

n→∞

∫
A
fn(x)dµ.
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Lebesgue integral: Properties

1.
∫
A 1dµ = µ(A).

2. Linearity:
∫
A(af (x) + bg(x))dµ = a

∫
A f (x)dµ+ b

∫
A g(x)dµ.

3. f (x) bounded on A ⇒ f (x) integrable on A.

4. Monotonicity: f (x) ≤ g(x) ⇒
∫
A f (x)dµ ≤

∫
A g(x)dµ.

5. µ(A) = 0 ⇒
∫
A f (x)dµ = 0.

6. f (x) = g(x) a.e. ⇒
∫
A f (x)dµ =

∫
A g(x)dµ.

7. g(x) integrable on A and |f (x)| ≤ g(x) a.e. ⇒ f (x) integrable on A.

8. Functions f and |f | are integrable or non-integrable simultaneously.

9. σ-additivity: if A = ⊔nAn then
∫
A f (x)dµ =

∑
n

∫
An

f (x)dµ.

10. Absolute continuity: f in integrable on A ⇒ ∀ε > 0 ∃δ > 0 s.t.∣∣∫
E f (x)dµ

∣∣ < ε for any measurable E ⊂ A, µ(E ) < ε.

11. µ(X ) = ∞, X = ∪nXn, Xn ⊂ Xn+1, µ(Xn) < ∞ ⇒∫
X f (x)dµ := limn→∞

∫
Xn

f (x)dµ.
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Spaces of integrable functions

f : X → R measurable, p ∈ [1,+∞).

1. Lp(X , µ) = {f | ∥f ∥p < ∞}, ∥f ∥p =
(∫

X |f (x)|pdµ
)1/p

.

2. L∞(X , µ) = {f | ∥f ∥∞ < ∞}, ∥f ∥∞ = supx∈X |f (x)|.
3. 1 ≤ p1 < p2 ≤ ∞ ⇒ Lp1 ⊋ Lp2 .

4. Lp, p ∈ [1,+∞], are Banach spaces (complete normed spaces).

5. L2 is a Hilbert space (complete Euclidean in�nite-dimensional space),

(f , g) =
∫
X f (x)g(x)dµ.
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Carath�eodory ODEs: C. Carath�eodory, 1873�1950 2

• Carath�eodory conditions: let for a domain D ⊂ R1+n
t,x

1. f (t, x) is de�ned and continuous in x for almost all t
2. f (t, x) is measurable in t for any x
3. |f (t, x)| ≤ m(t), where m(t) is Lebesgue integrable on any segment

• Carath�eodory ODE: ẋ = f (t, x), where f : D → Rn satis�es conditions 1�3.

• Solution to Carath�eodory ODE: x : |a, b| → Rn, x(t) = x(t0) +
∫ t
t0
f (s, x(s))ds,

t0 ∈ |a, b|.
• Existence: Solutions exist on su�ciently small segments [t0, t0 + ε], ε > 0.

• Uniqueness: If |f (t, x)− f (t, y)| ≤ l(t)|x − y |, l(t) Lebesgue integrable, then a

solution is unique.

• Extension: Any solution in compact D can be extended in both sides up to ∂D.

2A.F. Filippov, "Di�erential equations with discontinuous right-hand side"
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