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160 YU. L. SACHKOVnatural �rst to study its controllability on the simply connected covering eHofH. If � is controllable on eH, then it is obviously controllable onH (and onall its homogeneous spaces); in the opposite case, one should use particulargeometric properties of H (e. g., the existence of periodic one-parametersubgroups) to verify controllability of � on H. It is obvious and remarkablethat controllability conditions on a simply connected Lie group G shouldhave a completely Lie-algebraic form: they are completely determined bythe Lie algebra L and its subset � (see, e.g., 1, 5, 6, 7).This motivates the following de�nition. Let L be a �nite-dimensionalreal Lie algebra.De�nition 1. A right-invariant system � � L is called controllable if itis controllable on the (unique) connected simply connected Lie group withLie algebra L.The next de�nition makes sense at least for solvable Lie algebras in smalldimensions.De�nition 2. A Lie algebra L is called controllable if there exist ele-ments A;B 2 L such that the system � = A+RB � L is controllable.Remark. We de�ne controllability of a Lie algebra L in terms of a�nelines A+RB = �A+ uB j u 2 R	� L:It is easy to show that this de�nition is equivalent to a similar one in termsof a�ne segments f(1� u)A+ uB j u 2 [0; 1]g � L;see Theorem 8.2.In this paper, we show that for solvable low-dimensional Lie algebras L,the following takes place:� existence of a controllable single-input system � = A + RB � L,i.e., controllability of L is a strong restriction on L;� if L is controllable, then almost all pairs (A;B) 2 L � L give riseto controllable systems � = A +RB;� controllability of a system � = A + RB � L depends primarily onL but not on �.Moreover, these results yield a complete description of controllability inlow-dimensional solvable Lie algebras, which is the main result of this work.Up to dimension 6, we describe all solvable Lie algebras L that arecontrollable, and give controllability tests for single-input systems � =A+RB � L.The general \bird's-eye view" of controllable low-dimensional solvableLie algebras is as follows:



CLASSIFICATION OF CONTROLLABLE SYSTEMS 161dimL = 1: the (unique) Lie algebra is controllable;dimL = 2: the two Lie algebras are noncontrollable;dimL = 3: there is one family of controllable Lie algebras L3(�),� 2 C nR;dimL = 4: there is one family of controllable Lie algebras L4(�),� 2 C nR;dimL = 5: there are two families of controllable Lie algebras:(1) L5;I(�; �), �; � 2 C nR, � 6= �; ��,(2) L5;II(�), � 2 C nR;dimL = 6: there are six families and, in addition, two controllableLie algebras:(1) L6;I(�; �), �; � 2 C nR, � 6= �; ��,(2) L6;II(�; �), �; � 2 C nR, Re� = Re�, � 6= �; ��,(3) L6;III(�), � 2 C nR,(4) L6;IV (�), � 2 C n (R[ iR),(5) L6;V (�), � 2 C nR,(6) L6;V I(�), � 2 C nR,(7) L6;V II ,(8) L6;V III .All these Lie algebras L have codimension one derived subalgebras L(1),and the complex parameters � and � are eigenvalues of the operatorsadxjL(1), x 2 L n L(1). The Lie algebras in distinct families are noniso-morphic. Inside each family, the Lie algebras are isomorphic i� the corre-sponding sets f�; ��; �; ��g (or f�; ��g) are homothetic in C (for the familyL6;I(�; �), the corresponding sets f�; ��g and f�; ��g should be homotheticwith the same coe�cient).For all controllable low-dimensional solvable Lie algebras, we obtain thefollowing general result.Theorem 7.1. Let L be a controllable solvable Lie algebra, dimL � 6.Then the following assertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.0.2. Structure of the paper. We obtain the description of controllablesolvable Lie algebras and controllability conditions for systems of the form� = A+RB for dimensions 1{6 in Secs. 1{6, respectively.



162 YU. L. SACHKOVIn Sec. 7, we summarize these results in the form valid for all dimensionsfrom 1 to 6.While Secs. 1{7 are devoted to controllability of the lines � = A +RB,in Sec. 8, we study controllability of the segments S = �(1�u)A+uB j u 2[0; 1]	. We relate controllability of segments with controllability of linesand give a general controllability test for segments in solvable Lie algebrasin terms of half-planes containing the angles generated as cones by thesegments.In Sec. 9, we suggest several �nal remarks that might be helpful for thefurther study of controllability of right-invariant systems.Finally, in the Appendix, we collect and prove some necessary auxiliarypropositions.0.3. Known facts. The main tools in the subsequent study of controlla-bility are the results of 6, 7.In addition to them, we also apply the following nice description of con-trollable right-invariant systems on solvable Lie groups (in the simply con-nected case, this description provides a controllability test). This controlla-bility condition is applicable to Lie groups with cocompact radical, i.e., forLie groups G such that the quotient G=RadG modulo the maximal solv-able normal subgroup RadG is compact. In particular, this result appliesto solvable Lie groups, for which G = RadG.Proposition 1 (J.D. Lawson 5). Assume that G=RadG is compact;let � � L be a right-invariant system that satis�es the rank conditionLie(�) = L. If � is not contained in any half-space of L with boundarybeing a subalgebra, then � is controllable on the connected Lie group G.The converse holds if G is simply connected.1. One-dimensional Lie algebraThe unique one-dimensional Lie algebra is Abelian and isomorphic to R.Theorem 1.1. The one-dimensional Lie algebra R is controllable.A system � = A +RB � R is controllable if and only if B 6= 0.Proof. The statement of the theorem is obvious.2. Two-dimensional Lie algebrasThere are two nonisomorphic two-dimensional Lie algebras: Abelian R2,and solvable non-Abelian S2 = span(x; y), [x; y] = y.Theorem 2.1. Both two-dimensional Lie algebras R2 and S2 are notcontrollable.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 163Proof. Both Lie algebras L = R2 and S2 are completely solvable, i.e., alloperators adx, x 2 L, have real spectra. By Theorem 2 of 6, a completelysolvable Lie algebra L is not controllable if dimL � 1.3. Three-dimensional Lie algebras3.1. Construction of controllable Lie algebras.Construction 3.1. The Lie algebra L3(�), � 2 C nR; see Fig. 1.L3(�) = span(x; y; z);adxjspan(y;z) = � a b�b a � ; � = a+ bi:In other words, the following commutation relations hold in the Lie al-gebra L3(�): [x; y] = ay � bz; [x; z] = by + az:All other brackets of the base elements x, y, and z either are determinedfrom these ones by skew-symmetry: [y; x] = �ay + bz, [z; x] = �by � az,orare zero: [y; z] = [z; y] = 0. We use such descriptions of multiplication inlow-dimensional solvable Lie algebras in what follows.Remark. The Jacobi identity for the (only) triple of base elements(x; y; z) holds; thus, L3(�) is a Lie algebra. A similar argument with theJacobi identity for all triples of base elements shows that all controllableLie algebras de�ned in Secs. 4{6 are also realizable.The Lie algebra L3(�) is schematically represented in Fig. 1 by the eigen-values �; �� 2 C and reali�cations of the eigenvectors y, z 2 L3(�) of theoperator ad xjspan(y;z). r �yr ��zFig. 1. L3(�).



164 YU. L. SACHKOV3.2. Controllability conditions.Theorem 3.1. Let L = L3(�), � 2 C nR. Then the following assertionshold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold :(1) B =2 L(1);(2) Lie(A;B) = L, or(20) the vectors A and B are linearly independent, or(200) span(B;A; (adB)A) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Remark. In statement (b), we assert that controllability of the system �is equivalent to any one of the following (mutually equivalent) conditions:(1) & (2), or (1) & (20), or (1) & (200). We use such a convention in similartheorems for higher dimensions below.Theorem 3.2. A three-dimensional solvable Lie algebra is controllableif and only if it is isomorphic to L3(�), � 2 C nR.3.3. Proof of controllability conditions.3.3.1. Lie algebra L3(�): Theorem 3.1.Proof. Statement (b), (1) & (20). Su�ciency. We show that all hypothesesof Corollary 3 7 hold.Conditions (1) and (2) obviously hold.Condition (3). Consider the decomposition B = Bxx + Byy + Bzz. ByLemma 10.2, we haveSp(1) = Sp�adBjL(1)� = Bx � Sp(adxjL(1)) = Bx � f�; ��g:The condition B =2 L(1) is equivalent to Bx 6= 0; thus, the spectrum Sp(1)is simple.Condition (4): Sp(2)r = Sp(1)r = ;.Condition (5), A(a) 6= 0 for all a 2 Sp(1)c , means that the vector A has anonzero projection onto L(1) along the line RB, i.e., A and B are linearlyindependent.Condition (6): Sp(1)r = ;.Now it follows from Corollary 3 in 7 that the system � is controllable.Necessity follows from items (2) and (5) of Corollary 1 in 7.Statement (b), (1) & (2): we prove that (2), (20) under condition (1).



CLASSIFICATION OF CONTROLLABLE SYSTEMS 165(2)) (20). If (20) is violated, then (2) is also violated by Lemma 3.5 in7. (2) ( (20). If (2) is violated, then � is not controllable by the rankcondition; thus, (20) is also violated.Statement (b), (1) & (200) follow from Lemma 10.4.Statement (c) follows from statement (b), (1) & (20).Statement (a) follows from statement (c) and Lemma 10.5.3.3.2. Controllable Lie algebras: Theorem 3.2.Proof. Necessity. Let L be a solvable three-dimensional Lie algebra, and let� = A+RB � L be a controllable system. By Theorem 1 in 7, dimL(1) = 2,B =2 L(1), and Sp(1)r = Sp(2)r . The derived subalgebra L(1) is nilpotent andtwo dimensional; thus, it is Abelian. Consequently, L(2) = f0g, and henceSp(1)r = Sp(2)r = ;. Thus,Sp(1) = Sp�adBjL(1)� = f�; ��g; � = a+ ib 2 C nR:Then there exists a basis y, z of the plane L(1) such that[B; y] = ay � bz and [B; z] = by + az:Taking into account that L(1) is Abelian, we obtain that L = L3(�); itremains to set x = B.Su�ciency is an obvious consequence of Theorem 3.1 (c).3.4. Isomorphisms of controllable Lie algebras. We say that a setS1 � C is homothetic to a set S2 � C if S2 = k � S1 for some numberk 2 Rn f0g. We denote this by S1 � S2.Theorem 3.3. Lie algebras L3(�1) and L3(�2), �1; �2 2 C nR, are iso-morphic if and only if f�1; ��1g � f�2; ��2g.Proof. Necessity follows from Lemma 10.2.Su�ciency. The following two cases are possible:(1) �2 = k�1, k 2 Rn f0g;(2) �2 = k��1, k 2 Rn f0g.In these cases, the required isomorphism L3(�2) ! L3(�1) is de�ned oncanonical bases L3(�i) = span(xi; yi; zi), i = 1; 2, given in Construction 3.1as follows:(1) x2 7! kx1, y2 7! y1, z2 7! z1;(2) x2 7! kx1, y2 7! z1, z2 7! y1.



166 YU. L. SACHKOV4. Four-dimensional Lie algebras4.1. Construction of controllable Lie algebras.Construction 4.1. The Lie algebra L4(�), � 2 C nR; see Fig. 2.L4(�) = span(x; y; z; w);adxjspan(y;z;w) = 0@ a b 0�b a 00 0 2a 1A ; � = a+ bi;[y; z] = w:The arrows in the schematic representation of the Lie algebra L4(�) inFig. 2 mean that Lie bracket of the vectors y and z gives the vector w.
r �y@@@R r ��z����r2awFig. 2. L4(�); Re� = a.In the sequel, we consider the following decomposition for a vector B 2L4(�): B = Bxx+Byy +Bzz + Bww:4.2. Controllability conditions.Theorem 4.1. Let L = L4(�), � 2 C nR. Then the following assertionshold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or



CLASSIFICATION OF CONTROLLABLE SYSTEMS 167(20) A(Bx�) 6= 0, or(200) span(B;A; (adB)A;w) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 4.2. A four-dimensional solvable Lie algebra is controllable ifand only if it is isomorphic to L4(�), � 2 C nR.4.3. Proof of controllability conditions.4.3.1. Lie algebra L4(�): Theorem 4.1.Proof. First, we prove the theorem for the case a = Re� 6= 0.Statement (b), (1) & (20). Su�ciency follows from Corollary 3 in 7.Necessity follows from Corollary 1 in 7.Statement (b), (1) & (200): we show that (20) , (200) under condi-tion (1). The line I = Rw is an ideal in L. Consider the quotient Liealgebra ~L = L=I = span(~x; ~y; ~z) ' L3(�): (1)(Here and below the sign of tilde denotes the passage to cosets.) Further,in view of Theorem 3.1, we obtain the chain of equivalent conditions(20), ~A(Bx�) 6= 0, span( ~B; ~A; (ad ~B) ~A) = ~L, (200):The remainder of the proof: statement (b), (1) & (2), statement (c),and statement (a) follow as in Theorem 3.1.Now we consider the case a = Re� = 0.Statement (a). On the contrary, let l � L, l 6= L(1), be a codimensionone subalgebra. Consider the quotient Lie algebra (1) and the image ~l � ~Lof the Lie algebra l. Obviously, dim~l can be equal to 2 or 3.Let dim ~l = 2. By Theorem 3.1, we have ~l = L(1)3 (�) = span(~y; ~z). Thenthe Lie algebra l contains elements of the formf1 = y + f1ww; f1w 2 R;f2 = z + f2ww; f2w 2 R:Then [f1; f2] = w 2 l; thus, y; z 2 l. Therefore, l = L(1), a contradiction.If dim~l = 3, then ~l = ~L, and we obtain l = L by an argument similar tothe previous one.Statement (b), (1) & (2) follows from statement (a) and Proposition 1.Statement (b), (1) & (20). We prove that (2) , (20) under condition(1).(2)) (20). If (20) is violated, then (2) is violated by Lemma 3.5 in 7.



168 YU. L. SACHKOV(2) ( (20). Consider the quotient Lie algebra (1). In view of Theo-rem 3.1, we have the chain(20)) ~A(Bx�) 6= 0) Lie( ~A; ~B) = ~L:Therefore, the Lie algebra l = Lie(A;B) contains elements of the formf1 = y + f1ww; f1w 2 R;f2 = z + f2ww; f2w 2 R;f3 = x+ f3ww; f3w 2 R:Then [f1; f2] = w 2 l; consequently, l = L.Statement (b), (1) & (200) follows exactly as in the case a 6= 0.Statement (c) follows from statement (b), (1) & (20).4.3.2. Controllable Lie algebras: Theorem 4.2.Proof. Necessity. Let L be a controllable solvable four-dimensional Lie al-gebra, and let � = A + RB � L be a controllable system. By Theorem 1in 7, dimL(1) = 3, B =2 L(1), and L(2)r = L(1)r .If Sp(1) � R, then Lemma 10.3 yields L(1)r 6= L(2)r , which contradictscondition (3) of Theorem 1 in 7. Consequently, the operator adBjL(1) hastwo complex and one real eigenvalue:Sp(1) = fa� bi; cg; a; b; c 2 R; b 6= 0:We can choose vectors y; z; w 2 L(1) in such a way thatL(1) = span(y; z; w); (2)adBjspan(y;z;w) = 0@ a b 0�b a 00 0 c 1A : (3)We have Rw = L(1)(c) = L(1)r = L(2)r : (4)The dimension of the space L(2)=L(2)r is even; thus, dimL(2)=L(2)r = 2 or 0. IfdimL(2)=L(2)r = 2, then dimL(2) = 3, i.e., L(2) = L(1), which contradicts tothe nilpotency of L(1). Consequently, L(2) = L(2)r . Taking into account (4),we obtain Rw= L(2):Thus, all the brackets [y; w], [z; w], and [y; z] should have the form kw,k 2 R, and for at least one bracket, the coe�cient k should be nonzero.The relation [y; w] = kw, k 6= 0, is impossible, since the operator ad yjL(1)



CLASSIFICATION OF CONTROLLABLE SYSTEMS 169is nilpotent (which follows from solvability of the Lie algebra L). Similarly,the relation [z; w] = kw, k 6= 0, is also impossible. Thus,[y; w] = [z; w] = 0 (5)and [y; z] = kw, k 6= 0. We denote the vector kw by w and obtain[y; z] = w: (6)Further, y; z 2 L(1)(a + bi) and w 2 L(1)(c), thus, w = [y; z] 2 L(1)(2a) =L(1)(c); consequently, c = 2a: (7)Now we set x = B, take into account (2){(7), and see that L = L4(�),� = a + bi. Necessity is proved.Su�ciency follows from Theorem 4.1, statement (c).4.4. Isomorphisms of controllable Lie algebras.Theorem 4.3. Lie algebras L4(�1) and L4(�2), �1; �2 2 C nR, are iso-morphic if and only if f�1; ��1g � f�2; ��2g.Proof. Necessity. By Lemma 10.2, f�1; ��1; 2Re�1g � f�2; ��2; 2Re�2g;thus, f�1; ��1g � f�2; ��2g.Su�ciency is proved exactly as in Theorem 3.3.5. Five-dimensional Lie algebras5.1. Construction of controllable Lie algebras.Construction 5.1. The Lie algebra L5;I(�; �), �; � 2 C nR; see Fig. 3.L5;I(�; �) = span(x; y; z; u; v);adxjspan(y;z;u;v) = 0BB@ a b 0 0�b a 0 00 0 c d0 0 �d c 1CCA ; � = a+ bi; � = c+ di:Construction 5.2. The Lie algebra L5;II(�), � 2 C nR; see Fig. 4.L5;II(�) = span(x; y; z; u; v);adxjspan(y;z;u;v) = 0BB@ a b 0 0�b a 0 01 0 a b0 1 �b a 1CCA ; � = a+ bi:



170 YU. L. SACHKOVThe circles around the eigenvalues �, �� in Fig. 4 mean that they havealgebraic multiplicity two. (Note that their geometric multiplicity is one.)r �yr ��z r �ur ��vFig. 3. L5;I(�; �). rf�uy rf ��vzFig. 4. L5;II(�).For an element B of the Lie algebras L5;I(�; �) or L5;II(�), we considerthe following decomposition with respect to the base elements:B = Bxx+ Byy + Bzz +Buu+ Bvv:5.2. Controllability conditions.Theorem 5.1. Let L = L5;I(�; �), �; � 2 C n R, � 6= �; ��. Then thefollowing assertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) A(Bx�) 6= 0 and A(Bx�) 6= 0, or(200) span(B;A; (adB)A; (adB)2A; (adB)3A) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 5.2. Let L = L5;II(�), � 2 C nR. Then the following asser-tions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or



CLASSIFICATION OF CONTROLLABLE SYSTEMS 171(20) top(A;Bx�) 6= 0, or(200) span(B;A; (adB)A; (adB)2A; (adB)3A) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Remark. The notation top(A;Bx�) 6= 0 in Theorem 5.2 (and in Theo-rem 6.5 below) means that the vector A has a nonzero component in thehigher order root space of the operator adcBjL(1)c corresponding to its eigen-value Bx�, see De�nition 2 in 7.Theorem 5.3. A �ve-dimensional solvable Lie algebra is controllable ifand only if it is isomorphic to L5;I(�; �), �; � 2 C nR, � 6= �; ��, or L5;II(�),� 2 C nR.5.3. Proof of controllability conditions.5.3.1. Lie algebra L5;I(�; �): Theorem 5.1.Proof. Statement (b), (1) & (20). The Lie algebra L = L5;I(�; �), �; � 2C nR, � 6= �; ��, is meta-Abelian. A controllability test for simply connectedmeta-Abelian Lie groups is provided by Theorem 3 in 7. By this theorem,controllability of a system � = A + RB � L is equivalent to the followingconditions:(1) B =2 L(1);(2) top(A; a) 6= 0 for all a 2 Sp(1)c ;the other three conditions of Theorem 3 in 7 are satis�ed for L = L5;I(�; �),�; � 2 C nR, � 6= �; ��.We have Sp(1)c = Sp(1) = Bx � f�; ��; �; ��g:Each of the conditions top(A;Bx�) 6= 0 and top(A;Bx��) 6= 0 is equivalent tothe inequalityA(Bx�) 6= 0; similarly, each of the conditions top(A;Bx�) 6= 0and top(A;Bx��) 6= 0 is equivalent to the relation A(Bx�) 6= 0.The remainder of the proof: statement (b), (1) & (2) and (1) & (200),statement (c), and statement (a) follow as in Theorem 3.1.5.3.2. Lie algebra L5;II(�): Theorem 5.2.Proof. The proof of this theorem is completely similar to that of Theo-rem 5.1.



172 YU. L. SACHKOV5.3.3. Controllable Lie algebras: Theorem 5.3.Proof. Necessity. Let � = A+RB � L be a controllable system in a solvable�ve-dimensional Lie algebra L.Theorem 1 in 7 implies the following:dimL(1) = 4;B =2 L(1);L(1)r = L(2)r : (8)The operator adBjL(1) has 4 eigenvalues. Now we consider their possiblelocation in the complex plane and show that the controllability assumptionleads necessarily to the cases indicated in this theorem: L = L5;I(�; �),�; � 2 C nR, � 6= �; ��, or L = L5;II(�), � 2 C nR.(a) Four real eigenvalues of the operator adBjL(1) . In this case,Sp(1) = Sp(adBjL(1)) � R;this is impossible, since Lemma 10.3 gives L(1)r 6= L(2)r , a contradictionto (8).(b) Two complex eigenvalues and two real eigenvalues of the operatoradBjL(1) . Now letSp(1) = f�; ��; c; dg; � 2 C nR; c; d 2 R:We have the following decomposition of the derived subalgebra into in-variant subspaces of the operator adB:L(1) = L(1)(�) + L(1)(c) + L(1)(d): (9)If c 6= d, then the vector spaces L(1)(c) and L(1)(d) are one dimensionaland form a direct sum; if c = d, then the space L(1)(c) = L(1)(d) is twodimensional. In both cases, the spacel = L(1)(c) + L(1)(d)is two dimensional.We commute relation (9) with itself and obtainL(2) =[L(1)(�); L(1)(�)] + [L(1)(�); L(1)(c)] ++ [L(1)(�); L(1)(d)] + [L(1)(c); L(1)(d)]: (10)The space l is a Lie algebra, since[L(1)(c); L(1)(d)] � L(1)(c + d) � L(1)r = l:



CLASSIFICATION OF CONTROLLABLE SYSTEMS 173The Lie algebra l is nilpotent (as a subalgebra of the nilpotent Lie algebraL(1)) and two dimensional; therefore, it is Abelian. Then for the summandsof (10) we have [L(1)(�); L(1)(�)] � L(1)(2Re�) \ L(2)r ;[L(1)(�); L(1)(c)] � L(1)(�+ c) \ L(2)c ;[L(1)(�); L(1)(d)] � L(1)(� + d) \ L(2)c ;[L(1)(c); L(1)(d)] = 0:Therefore, all the spaces [L(1)(�); L(1)(c)], [L(1)(�); L(1)(d)], and[L(1)(c); L(1)(c)] have zero intersection with L(2)r , and L(2)r =[L(1)(�); L(1)(�)]; thusdimL(2)r = dim[L(1)(�); L(1)(�)] � 1;which contradicts to L(2)r = L(1)r = l and dim l = 2. Case (b) is impossible.(c) Four distinct complex eigenvalues of the operator adBjL(1) . Now letSp(1) = f�; ��; �; ��g; �; � 2 C nR; � 6= �; ��:Denote � = a+ bi and � = c + di, b; d 6= 0.Choose a basis y; z; u; v in L(1) in which the adjoint operator has thematrix adBjspan(y;z;u;v) = 0BB@ a b 0 0�b a 0 00 0 c d0 0 �d c 1CCA :Now it remains to prove that the Lie algebra L(1) is Abelian and to setx = B: then L = L5;I(�; �).In order to prove that L(1) is Abelian, we consider its complexi�cationL(1)c = L(1)c (�) � L(1)c (��)� L(1)c (�) � L(1)c (��)and the corresponding basisL(1)c = span(e�; e��; e�; e��);L(1)c (�) = C e� ; L(1)c (��) = C e�� ; L(1)c (�) = C e� ; L(1)c (��) = C e�� ;e� = e��; e� = e��:We show that L(1)c is Abelian. We have[e�; e��] 2 L(1)c (� + ��) = L(1)c (2Re�) = f0g;[e�; e��] 2 L(1)c (� + ��) = L(1)c (2Re�) = f0g;consequently, [e�; e��] = [e�; e��] = 0:



174 YU. L. SACHKOVFurther, [e�; e�] 2 L(1)c (� + �);[e�; e��] 2 L(1)c (� + ��):The eigenspace L(1)c (�+ �) 6= f0g i� �+ � equals one of the eigenvalues �,��, �, and ��. But �+ � 6= �; �, since �; � 6= 0, respectively. Further,� + � = �� , � = �� � � = �2bi;� + � = �� , � = �� � � = �2di:Consequently,L(1)c (� + �) 6= f0g , either � = �2bi or � = �2di:Similarly, L(1)c (�+ ��) 6= f0g , either � = 2bi or � = 2di:Consider the case � = �2bi (the other three cases, � = �2di, � = 2bi,and � = 2di, are considered similarly). We have[e�; e�] 2 L(2)c (� + �) = L(1)c (��) = C e�� ;[e�; e��] 2 L(2)c (� + ��) = f0g;[e��; e�] 2 L(2)c (�� + �) = f0g;[e��; e��] 2 L(2)c (�� + ��) = L(1)c (�) = C e� ;hence, [e�; e�] = ke��; k 2 C ;[e��; e��] = �ke�:Suppose that k 6= 0. Then [�(1=k)e�; e�] = e��;[�(1=�k)e��; e��] = e�;thus, [�(1=k)e� � (1=�k)e��; e� + e��] = e� + e��;i.e., e� + e�� is an eigenvector of the operator ad(�(1=k)e� � (1=�k)e��)jL(1)with the eigenvalue 1. But this operator is nilpotent, since L is solvable.The contradiction shows that k = 0. The Lie algebra L(1)c is Abelian; thus,L(1) is Abelian as well.We set x = B and obtain L = L5;I(�; �) in case (c).(d) Two complex eigenvalues of the operator adBjL(1) . Finally, letSp(1) = f�; ��g; � 2 C nR:



CLASSIFICATION OF CONTROLLABLE SYSTEMS 175Choose a basis fe1�; e2�; e1��; e2��g (11)in L(1)c such that adcBjspan(e1�;e2�;e1��;e2��) = 0BB@ � 0 0 0" � 0 00 0 �� 00 0 " �� 1CCA ; (12)" = 0 or 1;e1� = e1��; e2� = e2��: (13)In order to show that L(1)c is Abelian, we prove that all brackets for thebase elements (11) are zero. First,[e1�; e2�] 2 L(1)c (2�) = f0g ) [e1�; e2�] = 0:Taking into account (13), we obtain[e1��; e2��] = 0:Similarly, [e1�; e1��] = [e2�; e2��] = 0:Thus, the Lie algebra L(1)c is Abelian, as well as L(1).(d.1) Consider �rst the case where the operator adBjL(1) is diagonalizableover C , i.e., " = 0 in (12). By the Abelian property of L(1), we haveL(2) = f0g; thus, L(1)=L(2) = L(1), and the quotient operator ]adB :L(1)=L(2) ! L(1)=L(2) has geometric multiplicity 2. That is, j(�) = 2 (seeDe�nition 1 in 7). But this contradicts condition (6) of Theorem 1 in 7:j(a) � 1 for all a 2 Sp(1). This contradiction implies that case (d.1) isimpossible.(d.2) Therefore, the matrix of the operator adcBjL(1)c should have Jordanblocks, i.e., " = 1 in (12). We can �nd a real basis fy; z; u; vg in L(1) thatcorresponds to the complex basis (11) in which the operator adBjL(1) hasthe matrix adBjspan(y;z;u;v) = 0BB@ a b 0 0�b a 0 01 0 a b0 1 �b a 1CCA :Now we set x = B and obtain L = L5;II(�) in case (d.2). The proof ofnecessity in Theorem 5.3 is complete.Su�ciency follows from Theorems 5.1, 5.2, (c).



176 YU. L. SACHKOV5.4. Isomorphisms of controllable Lie algebras.Theorem 5.4. Any two Lie algebras L5;I(�1; �1), �1; �1 2 C nR, �1 6=�1; ��1, and L5;II(�2), �2 2 C n R, are nonisomorphic. All isomorphismsinside these classes are as follows:(1) L5;I(�1; �1) ' L5;I(�2; �2), �i; �i 2 C nR, �i 6= �i; ��i, i = 1; 2, ifand only if f�1; ��1 �1; ��1g � f�2; ��2 �2; ��2g;(2) L5;II(�1) ' L5;II(�2), �1; �2 2 C n R, if and only if f�1; ��1g �f�2; ��2g.Proof. Lie algebras L5;I(�1; �1) and L5;II(�2) are nonisomorphic, since thecorresponding sets f�1; ��1 �1; ��1g and f�2; ��2g cannot be homothetic.Statements (1) and (2) are proved exactly as in Theorem 4.3.6. Six-dimensional Lie algebras6.1. Construction of controllable Lie algebras.Construction 6.1. The Lie algebra L6;I(�; �), �; � 2 C nR; see Fig. 5.L6;I(�; �) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 00 0 c d 00 0 �d c 00 0 0 0 2a 1CCCCA ;� = a+ bi; � = c + di;[y; z] = w:Construction 6.2. The Lie algebra L6;II(�; �), �; � 2 C n R, Re� =Re�; see Fig. 6.L6;II(�; �) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 00 0 a d 00 0 �d a 00 0 0 0 2a 1CCCCA ;� = a+ bi; � = a+ di;[y; z] = w; [u; v] = w:



CLASSIFICATION OF CONTROLLABLE SYSTEMS 177Construction 6.3. The Lie algebra L6;III(�), � 2 C nR; see Fig. 7.L6;III(�) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 00 0 3a b 00 0 �b 3a 00 0 0 0 2a 1CCCCA ;� = a + bi;[y; z] = w; [w; y] = u; [w; z] = v:Construction 6.4. The Lie algebra L6;IV (�), � 2 C n (R[ iR); seeFig. 8. L6;IV (�) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 00 0 �a b 00 0 �b �a 00 0 0 0 0 1CCCCA ;� = a+ bi;[y; v] = �[z; u] = w:Construction 6.5. The Lie algebra L6;V (�), � 2 C nR; see Fig. 9.L6;V (�) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 01 0 a b 00 1 �b a 00 0 0 0 2a 1CCCCA ;� = a+ bi;[y; z] = w:



178 YU. L. SACHKOVConstruction 6.6. The Lie algebra L6;V I(�), � 2 C nR; see Fig. 9.L6;V I(�) = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ a b 0 0 0�b a 0 0 01 0 a b 00 1 �b a 00 0 0 0 2a 1CCCCA ;� = a+ bi;[y; u] = [z; v] = w:Construction 6.7. The Lie algebra L6;V II ; see Fig. 10.L6;V II = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ 0 1 0 0 0�1 0 0 0 01 0 0 1 00 1 �1 0 00 0 0 0 0 1CCCCA ;[y; z] = w; [w; y] = �v; [w; z] = u:Construction 6.8. The Lie algebra L6;V III ; see Fig. 10.L6;V III = span(x; y; z; u; v; w);adxjspan(y;z;u;v;w) = 0BBBB@ 0 1 0 0 0�1 0 0 0 01 0 0 1 00 1 �1 0 00 0 0 0 0 1CCCCA ;[y; z] = w; [w; y] = v; [w; z] = �u:r �y@@@Rr ��z����r2aw r �ur ��vFig. 5. L6;I(�; �); Re� = a. r �y@@@Rr� uHHHjr ��z����r�� v���*r2awFig. 6. L6;II(�; �); Re� = Re� = a.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 179r �y@@@R -r ��z���� -r 2aw����@@@Rr 3a+ biur 3a� bivFig. 7. L6;III(�); � = a+ bi. rw0 �����+ r a+ biyrQQQQQk a� biz�����3r�a� bi vrQQQQQs�a+ bi uFig. 8. L6;IV (�); � = a+ bi.@@@Rrf�uy ����rf ��vz r2awFig. 9. L6;V (�); L6;V I(�); Re� = a. rw0?rf iy urf6?6�iz vFig. 10. L6;V II , L6;V III .In the sequel, we consider the following decomposition for a vector B inany of the Lie algebras L6;I{L6;V III :B = Bxx+ Byy + Bzz +Buu+ Bvv +Bww:6.2. Controllability conditions.Theorem 6.1. Let L = L6;I(�; �), �; � 2 C n R, � 6= �; ��. Then thefollowing assertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold :(1) B =2 L(1);(2) Lie(A;B) = L, or(20) A(Bx�) 6= 0 and A(Bx�) 6= 0, or(200) span(B;A; (adB)A; (adB)2A; (adB)3A;w) = L.



180 YU. L. SACHKOV(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.2. Let L = L6;II(�; �), �; � 2 C nR, Re� = Re�, � 6= �; ��.Then the following assertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) A(Bx�) 6= 0 and A(Bx�) 6= 0, or(200) span(B;A; (adB)A; (adB)2A; (adB)3A;w) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.3. Let L = L6;III(�), � 2 C nR. Then the following asser-tions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) span(B;A; (adB)A;w; u; v) = L, or(200) A(Bx�) 6= 0 (if Re� 6= 0).(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.4. Let L = L6;IV (�), � 2 C n (R[ iR). Then the followingassertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) A(Bx�) 6= 0 and A(�Bx�) 6= 0, or(200) span(B;A; (adB)A; (adB)2A; (adB)3A;w) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.5. LetL = L6;V (�), � 2 C nR, or L = L6;V I(�), � 2 C nR.Then the following assertions hold.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 181(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) span(B;A; (adB)A; (adB)2A; (adB)3A;w) = L, or(200) top(A;Bx�) 6= 0 (if Re� 6= 0).(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.6. Let L = L6;V II or L = L6;V III . Then the followingassertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L, or(20) span(B;A; (adB)A;w; u; v) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Theorem 6.7. A six-dimensional solvable Lie algebra L is controllableif and only if it is isomorphic to one of the following Lie algebras:(1) L6;I(�; �), �; � 2 C nR, � 6= �; ��;(2) L6;II(�; �), �; � 2 C nR, Re� = Re�, � 6= �; ��;(3) L6;III(�), � 2 C nR;(4) L6;IV (�), � 2 C n (R[ iR);(5) L6;V (�), � 2 C nR;(6) L6;V I(�), � 2 C nR;(7) L6;V II ;(8) L6;V III :6.3. Proof of controllability conditions.6.3.1. Lie algebra L6;I(�; �): Theorem 6.1.Proof. Statement (b), (1) & (20). Necessity. By Lemma 10.2, we haveSp(1) = Bx � f�; ��; �; ��; 2ag, Sp(2) = Bx � f2ag, and the statement followsdirectly from items (2) and (5) of Corollary 1 in 7.Su�ciency. If Re� 6= 0, then the operator adBjL(1) has no N-pairs ofreal eigenvalues (see De�nition 3 in 7). Then controllability of � follows



182 YU. L. SACHKOVfrom Theorem 2 in 7. Indeed, conditions (1) and (2) of this theorem areobviously satis�ed. Condition (3):L(1)r = L(1)(Bx � 2a) = Rw; and L(2)r = L(2)(Bx � 2a) = Rw:Condition (4): the complex spectrumSp(1)c = Bx � f�; ��; �; ��gis simple; thus, all eigenspaces Lc(a), a 2 Sp(1)c , are one-dimensional. Con-dition (5): top(A;Bx�) = A(Bx�) and top(A;Bx�) = A(Bx�);since both eigenvalues Bx� and Bx� are simple. Condition (6): the onlypair of real (coinciding) eigenvalues, Bx � 2a = Bx � 2a, is not an N-pair. Allhypotheses (1){(6) of Theorem 2 in 7 are satis�ed; thus, the system � iscontrollable.Consider the case Re� = a = 0. Now we show that the following asser-tions hold:(1) Lie(A;B) = L;(2) there does not exist a codimension one subalgebra of L that containsthe element B.Then the system � is controllable by Proposition 1.Statement (1). We haveL = L6;I(�; �) = span(B; y; z; u; v; w);see Construction 6.1. The line Rw is an ideal in L. Consider the quotientLie algebra ~L = L=Rw= span( ~B; ~y; ~z; ~u; ~v): (14)The derived subalgebra is~L(1) = [~L; ~L] = span(~y; ~z; ~u; ~v);and the operator ad has the matrixad ~Bj~L(1) = 0BB@ 0 b 0 0�b 0 0 00 0 c d0 0 �d c 1CCA ;thus, the spectrum Sp(ad ~Bj~L(1)) = Bx � f�; ��; �; ��g



CLASSIFICATION OF CONTROLLABLE SYSTEMS 183is simple. Moreover,A(Bx�) 6= 0; A(Bx�) 6= 0 , ~A(Bx�) 6= 0; ~A(Bx�) 6= 0: (15)By Lemma 10.4, we havespan( ~B; ~A; (ad ~B) ~A; (ad ~B)2 ~A; (ad ~B)3 ~A) = ~L: (16)This means that the image of the spacel = span(B;A; (adB)A; (adB)2A; (adB)3A) � Lunder the canonical projection L! ~L is the whole quotient Lie algebra ~L.Thus, dim l = 5; then the space l contains vectors of the formy1 = y + �w and z1 = z + �w; �; � 2 R:Then w = [y; z] = [y1; z1] 2 Lie(l);thus, Lie(l) = L. Consequently,Lie(A;B) = Lie(l) = L;the proof of statement (1) is complete.Statement (2). On the contrary, we suppose that there exists a subalgebral such that l � L; dim l = dimL � 1 and B 2 l: (17)The set � = fC 2 L j C(Bx�) = 0 or C(Bx�) = 0gis a union of two 4-dimensional spaces, and it can not contain the 5-dimensional space l: l 6� �:Therefore, there exists a vector C 2 l n� such thatC 2 l; C(Bx�) 6= 0 and C(Bx�) 6= 0:By statement (1), Lie(C;B) = L:But l � Lie(C;B); thus, l = L:The contradiction to (17) proves statement (2).Now statements (1), (2), and Proposition 1 imply controllability of thesystem � = A+RB. This completes the proof of su�ciency.Statement (b), (1) & (2). We prove that (2) , (20) under condition(1).



184 YU. L. SACHKOV(2) ) (20). Let Lie(A;B) = L, and let condition (20) be violated. Forde�niteness, let A(Bx�) = 0. Then j(Bx�) = 1 and top(A;Bx�) = 0.Lemma 3.5 in 7 yields Lie(A;B) 6= L; a contradiction.(2) ( (20). If Lie(A;B) 6= L, then the system � = A + RB is notcontrollable by the rank condition, and condition (20) is violated.Statement (b), (1) & (200). We prove that (20) , (200) under condition(1). As above, consider the quotient Lie algebra (14). In view of (15),condition (20) is equivalent to (16), which, in turn, is equivalent to (200).Statement (c) easily follows from statement (b), (1) & (20).Statement (a) follows from statement (c) and Lemma 10.5.Theorem 6.1 is proved.6.3.2. Lie algebra L6;II(�; �): Theorem 6.2.Proof. The proof is completely similar to that of Theorem 6.1.6.3.3. Lie algebra L6;III(�): Theorem 6.3.Proof. Case 1: Re� 6= 0.Statement (b), (1) & (200). Necessity follows directly from items (2)and (5) of Corollary 1 in 7, since Sp(1) = Bx � f�; ��; �; ��; 2ag and Sp(2) =Bx � f�; ��; 2ag; see Lemma 10.2.Su�ciency. In the generic case A(Bx�) 6= 0, controllability follows di-rectly from Theorem 2 in 7. Indeed, conditions (1), (2), (4){(6) of thistheorem are obviously satis�ed. Consider condition (3). We haveSp(1)r = Sp(2)r = fBx � 2ag;thus, L(1)r = L(1)(Bx � 2a) and L(2)r = L(2)(Bx � 2a):Further, L(2)(Bx � 2a) � L(1)(Bx � 2a):Moreover, the eigenvalue Bx � 2a is simple; thus,dimL(2)(Bx � 2a) = dimL(1)(Bx � 2a) = 1:Consequently, L(2)(Bx � 2a) = L(1)(Bx � 2a)and L(2)r = L(1)r :By Theorem 2 in 7, the system � is controllable.In the case A(Bx�) = 0, we have to slightly modify the proof of thistheorem. By Lemma 4.2 in 7, we obtainL(1)(Bx�) � LS(�): (18)



CLASSIFICATION OF CONTROLLABLE SYSTEMS 185We can choose a basis in the space L(1)(Bx�) of the formy1 = y + y1uu+ y1vv + y1ww; y1u; y1v; y1w 2 R; (19)z1 = z + z1uu+ z1vv + z1ww; z1u; z1v; z1w 2 R: (20)Since span(y1; z1) = L(1)(Bx�) � LS(�);we have � [y1; z1] = �w1 = �(w +w1uu+ w1vv) 2 LS(�): (21)Using a linear combination of (19), (20), and (21), we obtainy2 = y + y2uu+ y2vv; y2u; y2v 2 R;z2 = z + z2uu+ z2vv; z2u; z2v 2 R;span(y2; z2) � LS(�):Therefore, �w = �[y2; z2] 2 LS(�):Then �[w; y2] = �[w; y] = �u 2 LS(�);�[w; z2] = �[w; z] = �v 2 LS(�):Therefore, we have L(1) = span(y; z; u; v; w) � LS(�):Since B =2 L(1), we have LS(�) = L, and the system � is controllable (see 4or controllability condition (15) in 7).Statement (b), (1) & (20). The space I = span(u; v) is an ideal in L.Consider the quotient Lie algebra~L = L=I = span(~x; ~y; ~z; ~w) ' L4(�):In view of Theorem 4.1, we obtain the following chain:(200), ~A(Bx�) 6= 0, span( ~B; ~A; (ad ~B) ~A; ~w) = ~L, (20):The remainder of the proof: statement (b), (1) & (2), statement (c),and statement (a), follow exactly as in the proof of Theorem 6.1.Case 2: Re� = 0.Statement (a). On the contrary, assume that the Lie algebra L =L6;III(bi), b 2 Rn f0g, contains a codimension one subalgebra l 6= L(1).



186 YU. L. SACHKOVThe space I = span(u; v) is an ideal in L; therefore, we can consider thequotient Lie algebra ~L = L=I = span(~x; ~y; ~z; ~w); (22)ad ~xjspan(~y;~z; ~w) = 0@ 0 b 0�b 0 00 0 0 1A ; (23)[~y; ~z] = ~w; (24)and the corresponding image ~l � ~Lof the Lie algebra l. It is easy to see that dim~l can be equal to 3 or 4.(1) dim~l = 4. Then ~l = ~L; thus, the Lie algebra l contains elements ofthe form f1 = x+ f1uu+ f1v v; f1u ; f1v 2 R; (25)f2 = y + f2uu+ f2v v; f2u ; f2v 2 R; (26)f3 = z + f3uu+ f3vv; f3u; f3v 2 R; (27)f4 = w + f4uu+ f4v v; f4u ; f4v 2 R: (28)We have [f2; f3] = w 2 l. Further, [f2; w] = �u 2 l and [f3; w] = �v 2 l.Since vectors (25){(28) belong to l, we see that x; y; z; w 2 l. We have l = L,a contradiction.(2) dim~l = 3. In view of (22){(24), the Lie algebra ~L is isomorphic tothe Lie algebra L4(bi), see Construction 4.1. Since ~l is a codimension onesubalgebra of ~L, Theorem 4.1 yields~l = ~L(1) = span(~y; ~z; ~w):Therefore, the Lie algebra l contains elements of the formf1 = y + f1uu+ f1v v; f1u ; f1v 2 R;f2 = z + f2uu+ f2vv; f2u; f2v 2 R:Then [f1; f2] = w 2 l, [f1; w] = �u 2 l, and [f2; w] = �v 2 l. Thus,l = L(1), a contradiction.Statement (b), (1) & (2), follows from Proposition 1 and (a).Statement (b), (1) & (20). We prove that (2) , (20) under condition(1). Consider the quotient Lie algebra (22). In view of Theorem 4.1, it iseasy to see that(2), Lie( ~A; ~B) = ~L, span( ~B; ~A; (ad ~B) ~A; ~w) = ~L, (20):Statement (c) follows from statement (b), (1) & (20).



CLASSIFICATION OF CONTROLLABLE SYSTEMS 1876.3.4. Lie algebra L6;IV (�): Theorem 6.4.Proof. Statement (b), (1) & (20). Necessity follows from items (2) and (5)of Corollary 1 in 7, sinceSp(1) n Sp(2) = Bx � f��;���g:Su�ciency follows exactly as in the proof of Theorem 6.1 for the caseRe� = 0: one should just replace the Lie algebra L6;I(�; �), the eigen-value �, and Construction 6.1, respectively, by the Lie algebra L6;IV (�),the eigenvalue ��, and Construction 6.4.The remainder of the proof: statement (b), (1) & (2) and (1) & (200),statement (c), and statement (a) follow exactly as in the proof of Theo-rem 6.1.6.3.5. Lie algebras L6;V (�) and L6;V I(�): Theorem 6.5.Proof. Case 1: Re� 6= 0.Statement (b), (1) & (200). Necessity follows directly from items (2) and(7) of Theorem 1 in 7, sinceSp(1) = Bx � f�; ��; 2ag; Sp(2) = f2Bxag;j(Bx�) = 1; j(2Bxa) = 0(see De�nition 1 in 7 and remarks after it).Su�ciency follows from Corollary 2 in 7.Statement (b), (1) & (20). The line I = Rw is an ideal in L. Considerthe quotient Lie algebra~L = L=I = span(~x; ~y; ~z; ~u; ~v) ' L5;II(�):Taking into account Theorem 5.2, we obtain the following chain:(200), top( ~A;Bx�) 6= 0,span( ~B; ~A; (ad ~B) ~A; (ad ~B)2 ~A; (ad ~B)3 ~A) = ~L, (20):The remainder of the proof: statement (b), (1) & (2), statement (c),and statement (a) follow exactly as in the proof of Theorem 6.1.Case 2: Re� = 0.Statement (a). On the contrary, suppose that the Lie algebra L containsa codimension one subalgebra l 6= L(1).The line I = Rw is an ideal in L. Consider the quotient Lie algebra~L = L=I = span(~x; ~y; ~z; ~u; ~v); (29)ad ~xjspan(~y;~z;~u;~v) = 0BB@ 0 1 0 0�1 0 0 01 0 0 10 1 �1 0 1CCA ;



188 YU. L. SACHKOVthus, ~L = L5;II(i) (see Construction 5.2), and the corresponding image~l � ~L:Obviously, dim~l = � 4 if w 2 l;5 if w =2 l:(a) Let dim~l = 4. Then ~l is a codimension one subalgebra in ~L, andby Theorem 5.2, ~l = L(1)5;II(i) = span(~y; ~z; ~u; ~v). Since w 2 l, we obtainl = L(1), a contradiction.(b) Let dim~l = 5. Then ~l = ~L 3 ~y; ~z; ~u; thus, the Lie algebra l containselements of the form f1 = y + f1ww; f1w 2 R;f2 = z + f2ww; f2w 2 R;f3 = u+ f1ww; f3w 2 R:Consequently, [f1; f2] = w 2 l. Thus, l = L, a contradiction.Statement (b), (1) & (2), follows from Proposition 1 and (a).Statement (b), (1) & (20). We prove that (2), (20) under condition (1).As above, consider the quotient Lie algebra (29).(2) ) (20). If Lie(A;B) = L, then Lie( ~A; ~B) = ~L. By Theorem 5.2, wehave span( ~B; ~A; (ad ~B) ~A; (ad2 ~B) ~A; (ad3 ~B) ~A) = ~L, which is equivalent to(20).(2) ( (20). Condition (20) implies Lie( ~A; ~B) = ~L. Then we show thatLie(A;B) = L exactly as in item (b) above.Statement (c) follows from statement (b), (1) & (20).6.3.6. Lie algebras L6;V II and L6;V III : Theorem 6.6.Proof. Statement (a). Let l � L be a codimension one subalgebra, l 6=L(1). The space I = span(u; v) is an ideal in L; thus, we can consider thequotient Lie algebra ~L = L=I = span(~x; ~y; ~z; ~w); (30)ad ~xjspan(~y;~z; ~w) = 0@ 0 1 0�1 0 00 0 0 1A ;[~y; ~z] = ~w;and the corresponding image ~l � ~L of the Lie algebra l. Obviously, dim~lcan be equal to 3 or 4.(1) Let dim~l = 3. Then ~l is a codimension one subalgebra of the Lie alge-bra ~L, which is isomorphic to the Lie algebra L4(i); see Construction 4.1. By



CLASSIFICATION OF CONTROLLABLE SYSTEMS 189Theorem 4.1, ~l coincides with the derived subalgebra ~L(1) = span(~y; ~z; ~w).Thus, the Lie algebra l contains vectors of the formf1 = y + f1uu+ f1v v; f1u ; f1v 2 R; (31)f2 = z + f2uu+ f2vv; f2u ; f2v 2 R; (32)f3 = w + f3uu+ f3vv; f3u ; f3v 2 R: (33)The condition dim~l = 3 implies span(u; v) � l, which, together with (31){(33), yields y; z; w 2 l. Thus, l = L(1), a contradiction.(2) Let dim~l = 4; then l+span(u; v) = L. Consequently, the Lie algebral contains elements of the formf1 = y + f1uu+ f1v v; f1u; f1v 2 R;f2 = z + f2uu+ f2vv; f2u; f2v 2 R:Then [f1; f2] = w 2 l; thus, the elements [f1; w] = �v and [f2; w] = �ualso belong to the Lie algebra l. Therefore, we obtain l = L, a contradiction.Statement (b), (1) & (2), follows from Proposition 1 and (a).Statement (b), (1) & (20). We prove that (2) , (20) under condition(1). Consider the quotient Lie algebra (30).(2)) (20). Let Lie(A;B) = L; then Lie( ~A; ~B) = ~L. By Theorem 4.1, weobtain span( ~B; ~A; (ad ~B) ~A; ~w) = ~L, which is equivalent to hypothesis (20)of this theorem.(2)( (20). Conversely, hypothesis (20) implies Lie( ~A; ~B) = ~L. Therefore,the Lie algebra Lie(A;B) contains elements of the formf1 = y + f1uu+ f1v v; f1u; f1v 2 R;f2 = z + f2uu+ f2vv; f2u; f2v 2 R;f3 = x+ f3uu+ f3v v; f3u; f3v 2 R:Then the elements [f1; f2] = w, [f1; w] = �v, and [f2; w] = �u are inLie(A;B); consequently, Lie(A;B) = L.Statement (c) follows from statement (b), (1) & (20).6.3.7. Controllable Lie algebras: Theorem 6.7.Proof. Necessity. Let a six-dimensional solvable Lie algebra L be control-lable, i.e., there exist A;B 2 L such that the system � = A + RB iscontrollable. Then Theorem 1 in 7 implies the following:dimL(1) = 5;B =2 L(1);L(1)r = L(2)r : (34)Now we consider step by step all possibilities for location of the spectrumSp(1) = Sp(adBjL(1)) in the complex plane.



190 YU. L. SACHKOV(a) Five real eigenvalues of the operator adBjL(1) . The operator adBjL(1)cannot have real spectrum, since if Sp(1) � R then L(1)r 6= L(2)r byLemma 10.3, a contradiction with (34).(b) Three real eigenvalues of the operator adBjL(1) . Suppose thatSp(1) = f�; ��; c; d; eg; � 2 C nR; c; d; e 2 R(some or all of the numbers c; d; e may coincide one with other). Then wehave the decomposition L(1) = L(1)(�)� L(1)r ; (35)where dimL(1)(�) = 2 and L(1)r = L(1)(c) + L(1)(d) + L(1)(e),dimL(1)r = 3: (36)Thus, L(2) = [L(1)(�); L(1)(�)] + [L(1)(�); L(1)r ] + [L(1)r ; L(1)r ]:Taking into account Lemma 10.1 and decomposition (35), we obtain[L(1)(�); L(1)r ] � L(2)(�) � L(2)c ;[L(1)(�); L(1)(�)] � L(2)(2Re�) � L(2)r :Consequently, L(2)r = [L(1)(�); L(1)(�)] + [L(1)r ; L(1)r ]:Now we estimate the dimensions of the summands in the right-hand side.The space L(1)(�) is two-dimensional; thus, dim[L(1)(�); L(1)(�)] � 1.The space L(1)r is three-dimensional, and by Lemma 10.1[L(1)r ; L(1)r ] � L(1)r ;i. e., L(1)r is a Lie algebra. But L is solvable, hence L(1)r � L(1) is nilpotent.Thus, L(1)r is a three-dimensional nilpotent Lie algebra. Consequently, L(1)ris either Abelian, or a (unique) three-dimensional nilpotent non-Abelian Liealgebra. In both cases, dim[L(1)r ; L(1)r ] � 1.Therefore, dimL(2)r � dim[L(1)(�); L(1)(�)] + dim[L(1)r ; L(1)r ] � 2, whichcontradicts equalities (34) and (36). Therefore, case (b) is impossible.(c) One real eigenvalue of the operator adBjL(1) . Since both cases (a) and(b) are impossible, we should haveSp(1) = f�; ��; �; ��; eg; � = a+ bi 2 C nR; � = c+ di 2 C nR; e 2 R:We can assume that b; d > 0. Replacing, if necessary, B by �B, we obtaine � 0.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 191(c.1) Let � 6= �. Then the operator adcBjL(1)c has a simple spectrum,and there is the following decomposition into one-dimensional eigenspaces:L(1)c = L(1)c (�) � L(1)c (��) � L(1)c (�) � L(1)c (��)� L(1)c (e):Choose the corresponding eigenvectorsCf� = L(1)c (�); Cf�� = L(1)c (��); Cf� = L(1)c (�); Cf�� = L(1)c (��);and Cfe = L(1)c (e);so that their complex conjugates in Lc satisfyf� = f��; f� = f��; and fe = fe:By Lemma 10.1,[f�; f�] 2 L(1)c (�+ �) = L(1)c (a + c+ (b+ d)i) = f0g;hence [f�; f�] = 0: (37)We take complex conjugate and obtain[f��; f��] = 0: (38)(c.1.1) Let b = Im� 6= Im� = d. We show that [f�; fe] = 0. On thecontrary, we suppose that [f�; fe] 6= 0. By Lemma 10.1,[f�; fe] 2 L(1)c (�+ e) = L(1)c (a+ e + bi):Since [f�; fe] 6= 0, we have a + e + bi 2 Sp(1). It is obvious that a+ e + bicannot equal any one of the eigenvalues e, �� = a� bi, and �� = c� di (recallthat b; d > 0). Further, a + e + bi 6= � = c + di, since b 6= d. Consequently,a+e+bi = lam = a+bi and [f�; fe] 2 L(1)c (�), i.e., [f�; fe] = kf�, k 2 C nf0g.But this contradicts the nilpotency of the operator ad fe : L(1)c ! L(1)c(L is solvable; hence L(1) is nilpotent and adfejL(1)c is nilpotent). Thiscontradiction shows that [f�; fe] = 0: (39)We prove similarly that[f��; fe] = [f�; fe] = [f��; fe] = 0: (40)Now we show that [f�; f��] = 0. On the contrary, we suppose that[f�; f��] 6= 0. Then[f�; f��] 2 L(1)c (�+ ��) = L(1)c (a+ c+ (b� d)i):



192 YU. L. SACHKOVIt is easy to see that � + �� = a + c + (b � d)i cannot equal any one of theeigenvalues e (since b 6= d), � = a+ bi (since c�di = �� 6= 0), and �� = c�di(since a+ bi = � 6= 0). There are only two mutually exclusive possibilities:a+ c+ (b� d)i = �� = a� bi , c = 0; d = 2bor a+ c+ (b� d)i = � = c+ di , a = 0; b = 2d:Let a = 0 and b = 2d (the case c = 0, d = 2b is considered similarly). Wehave [f�; f��] 2 L(1)c (a+ c + (b� d)i) = L(1)c (c+ di) = L(1)c (�);thus, [f�; f��] = kf�; k 2 C n f0g:We take complex conjugate and obtain[f��; f�] = �kf��:Then, in view of (37) and (38), we have[(1=k)f� + (1=�k)f��; f� + f��] = f� + f��:This contradicts the nilpotency of the operator ad((1=k)f� + (1=�k)f��)jL(1)c .Consequently, [f�; f��] = 0 (41)and [f��; f�] = 0: (42)Now we consider the remaining brackets[f�; f��] 2 L(1)c (2a) and [f�; f��] 2 L(1)c (2c):If 2a 6= e and 2c 6= e, then [f�; f��] = [f�; f��] = 0, and the derived subalgebraL(1)c is Abelian (see (37){(42)). Then L(1) is Abelian and L(2) = f0g, whichcontradicts condition (34), since L(1)r = L(1)(e).(c.1.1.1) Let 2a = e and 2c 6= e. Then[f�; f��] = 0; (43)[f�; f��] = kfe; k 2 C n f0g; (44)where k 6= 0, since L(2)r = L(1)r = L(1)(e). Therefore, the only nonzerobracket in L(1)c (see (37){(44)) is bracket (44). We take complex conjugate ofthis relation and obtain [f��; f�] = �kfe; thus, �k = �k, i.e., k = il, l 2 Rnf0g.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 193Now we return from L(1)c to L(1). Denotex = B; (45)y = (f� + f��)=2; z = (f� � f��)=(2i); (46)u = (f� + f��)=2; v = (f� � f��)=(2i); (47)w = �(l=2)fe: (48)Now an immediate veri�cation of multiplication rules in the Lie algebraL = span(x; y; z; u, v; w) shows that L = L6;I(�; �).(c.1.1.2) Let 2a 6= e and 2c = e. This case is completely similar to case(c.1.1.1); one should just switch � and �. Thus, L = L6;I(�; �).(c.1.1.3) Let 2a = 2c = e. Then[f�; f��] = kfe; [f�; f��] = lfe; k; l 2 C :If k 6= 0 and l = 0, then L = L6;I(�; �).If k = 0 and l 6= 0, then L = L6;I(�; �). If k 6= 0 and l 6= 0, thenL = L6;II(�; �).(c.1.2) Let b = Im� = Im� = d. Consider the bracket[f�; fe] 2 L(1)c (�+ e) = L(1)c (a+ e + bi): (49)It is obvious that a+e+bi 6= e; a�bi; c�di. There can be only the followingtwo mutually exclusive possibilities:a+ e + bi = c+ di , a+ e = cor a+ e+ bi = a+ bi , e = 0:(c.1.2.1) Let a + e = c and let e 6= 0; thus, e > 0. We have[f�; fe] 2 L(1)c (a+ e+ bi) = L(1)c (c+ di);consequently, [f�; fe] = kf�; k 2 C ; (50)[f��; fe] = �kf��: (51)Now consider the bracket[f�; fe] 2 L(1)c (�+ e) = L(1)c (c + e + bi) = L(1)c (a+ 2e + bi):It is obvious that the number c + e + bi = a + 2e + bi is not an eigenvalueof adBjL(1) , since it is not equal to any of the numbers e, a� bi, and c� bi.Consequently, [f�; fe] = [f��; fe] = 0:



194 YU. L. SACHKOV(c.1.2.1.1) Let e = 2a 6= 2c. Then[f�; f��] 2 L(1)c (2c) = f0g;thus, [f�; f��] = 0:Further, [f�; f��] 2 L(1)c (a+ c);but a+ c 6= e = 2a; hence L(1)c (a+ c) = f0g and[f�; f��] = [f��; f�] = 0:Finally, [f�; f��] = lfe; l 2 C n f0g; (52)where l 6= 0, since otherwise Rfe = L(1)r 6= L(2)r = f0g. We take complexconjugate of (52) and obtain Re l = 0:Therefore, the only nonzero brackets in L(1)c are (52) and, probably, (50)and (51).We pass to the real basis in L corresponding to the basis B, f�, f��, f�,f��, fe in Lc and observe that if k 6= 0 in (50) and (51), then L = L6;III(�).If k = 0 in (50) and (51), then L = L6;I(�; �).(c.1.2.1.2) Let e = 2c 6= 2a. Then[f�; f��] 2 L(1)c (�+ ��) = L(1)c (2a) = f0g;thus, [f�; f��] = 0:Similarly, [f�; f��] 2 L(1)c (a+ c) = f0g;since a+ c 6= e = 2c, we have [f�; f��] = 0:But [f�; f��] 2 L(1)c (� + ��) = L(1)c (2c) = L(1)c (e);thus, [f�; f��] = lfe; l 2 C n f0g; (53)where l 6= 0, since otherwise condition (34) is violated as in the previousitem. Jacobi identity for the triple f�; f��; f� yields kl = 0. But l 6= 0;consequently, k = 0 in (50) and (51).



CLASSIFICATION OF CONTROLLABLE SYSTEMS 195Therefore, the only nonzero bracket in L(1)c is (53). Therefore, L =L6;I(�; �).(c.1.2.2) Let e = 0 and a + e 6= c. In view of (49), we have [f�; fe] 2L(1)c (a+bi); thus, [f�; fe] = kf�. The operator ad fejL(1)c is nilpotent; there-fore, k = 0, i.e., [f�; fe] = [f��; fe] = 0:Similarly [f�; fe] = [f��; fe] = 0:Now consider the bracket[f�; f��] 2 L(1)c (a+ c):(c.1.2.2.1) Let a+ c = 0. Then[f�; f��] 2 L(1)c (e);consequently, [f�; f��] = kfe; k 2 C ; (54)[f��; f�] = �kfe: (55)Further, [f�; f��] 2 L(1)(2a) = f0g (a 6= 0, since otherwise c = 0 and � = �,which contradicts condition (c.1)). Consequently,[f�; f��] = 0:Similarly, [f�; f��] = 0:Therefore, the only possibly nonzero brackets in L(1)c are given by (54)and (55). If k = 0 in these relations, then L(1)c is Abelian, which contradictscondition (34). Consequently, k 6= 0. We pass to the real basis in L andobtain L = L6;IV (�).(c.1.2.2.2) Let a+ c 6= 0. Then [f�; f��] 2 L(1)c (a+ c) = f0g, thus[f�; f��] = [f��; f�] = 0:Now consider the bracket [f�; f��] 2 L(1)c (2a):(c.1.2.2.2.1) Let a 6= 0. Then[f�; f��] = 0:Further, [f�; f��] 2 L(1)c (2c). If c 6= q0, then [f�; f��] = 0 and L(1)c is Abelian,which contradicts condition (34). Consequently, c = 0, and[f�; f��] = kfe; k 2 C n f0g;



196 YU. L. SACHKOVis the only nonzero bracket in L(1)c . We pass to the real basis in L andobtain L = L6;I(�; �).(c.1.2.2.2.2) Let a = 0. Then [f�; f��] 2 L(1)c (2a) = L(1)c (e); thus,[f�; f��] = kfe; k 2 C : (56)By condition (c.1.2.2.2), we have a+ c 6= 0; therefore, c 6= 0. Consequently,[f�; f��] 2 L(1)c (2c) = f0g and [f�; f��] = 0:The only possibly nonzero bracket in L(1)c is given by (56). If k = 0 in thisrelation, then L(1)c is Abelian, which is impossible in view of (34). Thus,k 6= 0 and L = L6;I(�; �).(c.2) Let � = �. The operator adBjL(1) has the multiple spectrumSp(1) = f�; ��; eg;where � = a + bi, b > 0, is a double eigenvalue and e � 0 is a simpleeigenvalue. We have the decompositionL(1) = L(1)(�)� L(1)(e) with dimL(1)(�) = 4 and dimL(1)(e) = 1:Thus, L(2) = [L(1)(�); L(1)(�)] + [L(1)(�); L(1)(e)];where [L(1)(�); L(1)(e)] � L(1)(�+ e);[L(1)(�); L(1)(�)] � L(1)(2a):Then the condition L(1)r = L(2)r = L(1)(e) implies e = 2a.(c.2.1) Let a 6= 0.(c.2.1.1) Let the operator adcBjL(1)c be not diagonalizable, i.e., in somebasis f�; g�; f��; g��; fe of the space L(1)c for whichf� = f��; g� = g��; and fe = fe;this operator has the matrixadcBjL(1)c = 0BBBB@ � 0 0 0 01 � 0 0 00 0 �� 0 00 0 1 �� 00 0 0 0 e 1CCCCA :We have the decompositionL(1)c = L(1)c (�) � L(1)c (��) � L(1)c (e);



CLASSIFICATION OF CONTROLLABLE SYSTEMS 197where L(1)c (�) = span(f�; g�), L(1)c (��) = span(f��; g��), and L(1)c (e) = Cfe .Because [f�; fe] 2 L(1)c (�+ e) = f0g, we obtain[f�; fe] = 0:Similarly, [g�; fe] = [f��; fe] = [g��; fe] = 0:Further, all pairwise brackets for the vectors f�, g�, f��, and g�� are containedin L(1)c (e); therefore,[f�; g�] = �fe; � = c+ di; c; d 2 R;[f�; g��] = �fe; � = p+ qi; p; q 2 R;[f�; f��] = fe;  2 C ;[g�; g��] = �fe; � 2 C :We apply complex conjugation to the last two relations and obtain = �� )  = ik; k 2 R;� = ��� ) � = il; l 2 R:Consider the following real basis in L(1):y = (f� + f��)=2; z = (f� � f��)=(2i);u = (g� + g��)=2; v = (g� � g��)=(2i);w = feand obtain the following multiplication table:y z u vy 0 (k=2)w ((c+ p)=2)w ((d � q)=2)wz (�k=2)w 0 ((d+ q)=2)w ((p� c)=2)wu (�(c + p)=2)w (�(d+ q)=2)w 0 (�l=2)wv (�(d � q)=2)w (�(p � c)=2)w (l=2)w 0The Jacobi identity implies(B; y; z) ) (d+ q)=2 = (d� q)=2;(B; y; z) ) b((p� c)=2� (c+ p)=2) = �l=2;(B; z; u) ) b((c+ p)=2� (p� c)=2) = �l=2;(B; z; v) ) (d+ q)=2 = �(d� q)=2:



198 YU. L. SACHKOVThus, d = q = l = c = 0, i.e., the multiplication tabl e takes the formy z u vy 0 (k=2)w (p=2)w 0z (�k=2)w 0 0 (p=2)wu (�p=2)w 0 0 0v 0 (�p=2)w 0 0Note that k2 + p2 6= 0, since if k = p = 0, then the derived subalgebra L(1)is Abelian, a contradiction to (34). If p = 0, then L = L6;V (�), and if p 6= 0,then L = L6;V I(�).(c.2.1.2) Let the operator adcBjL(1)c be diagonalizable. Then there existsa basis fy; z; u; v; wg of the space L(1) in which the operator adBjL(1) hasthe matrix adBjL(1) = 0BBBB@ a b 0 0 0�b a 0 0 00 0 a b 00 0 �b a 00 0 0 0 2a 1CCCCA ; � = a+ bi:In the same way as in item (c.2.1.1) we show that[y; w] = [z; w] = [u;w] = [v; w] = 0:Thus,L(2) = [L(1); L(1)] = [L(1)(�) � L(1)(e); L(1)(�) � L(1)(e)] == [L(1)(�); L(1)(�)]� [L(1)(�); L(1)(e)] = [L(1)(�); L(1)(�)] == L(1)(e):Consequently, L(1)=L(2) = L(1)(�), and the quotient operator]adB : L(1)=L(2) ! L(1)=L(2)has the matrix ]adB = 0BB@ a b 0 0�b a 0 00 0 a b0 0 �b a 1CCA :The complexi�cation of this operator âdcB has two linearly independenteigenvectors, i.e., j(�) = 2, see De�nition 1 in 7. By Theorem 1 in 7, thesystem � = A+RB cannot be controllable; thus, case (c.2.1.2) is impossible.(c.2.2) Let a = 0. Then Sp(1) = f�bi; 0g, b 6= 0. Both eigenvalues �bihave algebraic multiplicity two and 0 is a simple eigenvalue.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 199In order to obtain b = 1, we replace the element B by the element B=band denote it by x in the sequel. Thus, Sp(1) = Sp adxjL(1)) = f�i; 0g.(c.2.2.1) Let the both eigenvalues �i have the geometric multiplicity one.In the complexi�cation Lc, we can choose a Jordan basis of the operatoradc xjL(1) : Lc = span(x; e1; e2; f1; f2; g); (57)e1 = f1; e2 = f2; g = g; (58)L(1)c = span(e1; e2; f1; f2; g); (59)adc xjspan(e1;e2;f1;f2;g) = 0BBBB@ i 0 0 0 01 i 0 0 00 0 �i 0 00 0 1 �i 00 0 0 0 0 1CCCCA : (60)Now we examine Lie brackets in the derived subalgebra L(1)c .The vectors e1 and e2 belong to L(1)c (i); thus, by Lemma 10.1,[e1; e2] 2 L(1)c (2i) = f0g;that is, [e1; e2] = 0: (61)Similarly, [f1; f2] = 0: (62)A similar argument using Lemma 10.1 yields[e1; f1] = ag; a 2 C ; (63)[e2; f2] = bg; b 2 C ; (64)[e1; f2] = cg; c 2 C ; (65)[e2; f1] = dg; d 2 C : (66)Further, ag = ag = [e1; f1] = [e1; f1] = [f1; e1] = �ag;consequently, a = �a = i�; � 2 R: (67)Similarly, b = �b = i�; � 2 R; (68)



200 YU. L. SACHKOVand c = �d =  + i�; ; � 2 R: (69)In view of (67){(69), the commutation relations (63){(66) are rewritten as[e1; f1] = i�g; � 2 R; (70)[e2; f2] = i�g; � 2 R; (71)[e1; f2] = ( + i�)g; ; � 2 R; (72)[e2; f1] = (� + i�)g: (73)Now we consider Lie brackets with g. By Lemma 10.1, the operator ad gleaves the subspace L(1)c (i) = span(e1; e2) invariant. Moreover, since L(1) isnilpotent, the operator ad g : L(1)c (i)! L(1)c (i) (74)is nilpotent.(c.2.2.1.1) Let operator (74) be nonzero. Then it has a one-dimensionalimage.(c.2.2.1.1.1) Let Im�ad gjL(1)c (i)� 6= C e2 . We choose a vectore01 2 L(1)c (i) = span(e1; e2)such that e01 = e1 + ke2; k 2 C ; and Im�ad gjL(1)c (i)� = C e01 : (75)The operator adx : L(1)c (i) ! L(1)c (i) has the same matrix� i 01 i �in the both bases fe1; e2g and fe01; e2g. Therefore, we can denote e01 by e1,choose the corresponding vector f1 = e1, and preserve the previous notationfor the new basis Lc = span(x; e1; e2; f1; f2; g) with the additional property(see (75)) Im�ad gjL(1)c (i)� = C e1 :Then, since the operator ad g : L(1)c (i)! L(1)c (i) is nilpotent and nonzero,it has the matrixad gjspan(e1;e2) = � 0 r0 0 � ; r 2 C n f0g:But the Jacobi identity for the triple (x; g; e2) yields r = 0. The contradic-tion shows that case (c.2.2.1.1.1) is impossible.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 201(c.2.2.1.1.2) Let Im�ad gjL(1)c (i)� = C e2 . Thenad gjspan(e1;e2) = � 0 0q 0 � ; q 2 C n f0g;ad gjspan(f1;f2) = � 0 0q 0 � ;The Jacobi identity yields (x; e1; f1) ) � = 0;(x; e1; f2) ) � = 0;(e1; e2; f1) )  = 0:Therefore, the preceding relations should be satis�ed; if they hold, the Ja-cobi identity for all possible triples of base elements in Lc is satis�ed. Fi-nally, multiplication rules in the Lie algebra Lc = span(x; e1; e2; f1; f2; g)are determined by the following Lie brackets: (60) and[e1; f1] = i�g; � 2 Rn f0g; (76)ad gjspan(e1;e2) = � 0 0q 0 � ; q = q1 + iq2 2 C n f0g;ad gjspan(f1;f2) = � 0 0q 0 � ;all other brackets between the base elements are either zero or follow fromthe preceding ones by the skew-symmetry property (note that � 6= 0 in (77),since g 2 L(1)c ).Choose a new base vectorx0 = x+ g;  2 R; (77)in Lc; the value of the parameter  will be speci�ed later. We have[x0; e1] = ie1 + e2 + qe2 = ie1 + (1 + q)e2;[x0; f1] = �if1 + f2 + qf2 = �if1 + (1 + q)f2:(c.2.2.1.1.2.1) Let q =2 R. Choose the new base vectorse01 = e1; e02 = (1 + q)e2;f 01 = f1; f 02 = (1 + q)f2;g0 = �(�=2)gin Lc and de�ne the constants = � q1q21 + q22 and K = ��2 q21 + q22q2 6= 0:



202 YU. L. SACHKOVWe have [g0; e01] = iKe02;[g0; f 01] = �iKf 02:Further, we divide the base vectors e01, f 01, e02, and f 02 by pjKj, the vectorg0 by jKj, denote the vectors obtained by e1, f1, e2, f2, and g, and come tothe multip lication rules in Lc [e1; f1] = �2ig;[g; e1] = �ie2;[g; f1] = �if2:We pass to the real basis in L and obtain L = L6;V II or L = L6;V III .(c.2.2.1.1.2.2) Let q 2 R.We set  = �1=q in (77) and choose the following new base vectors inLc: e01 = e1; e02 = ��(q=2)e2;f 01 = f1; f 02 = ��(q=2)f2;g0 = �(�=2)g;preserving the old notation for the new basis, we obtain the multiplicationrules [e1; f1] = �2ig;[g; e1] = e2;[g; f1] = f2:In the corresponding real basis:L = span(x; y; z; u; v; w); (78)y = (e1 + f1)=2; z = (e1 � f1)=(2i); (79)u = (e2 + f2)=2; v = (e2 � f2)=(2i); (80)w = g; (81)we have L = L6;III(i).(c.2.2.1.2) Now let operator (74) be zero:adgjspan(e1;e2) = 0; (82)thus, ad gjspan(f1;f2) = 0: (83)



CLASSIFICATION OF CONTROLLABLE SYSTEMS 203Multiplication rules in Lc are determined by (60){(62), (70){(73), (82), and(83). The Jacobi identity implies(x; e1; f1) ) � = 0;(x; e1; f2) ) � = 0:If � = � = 0, then the Jacobi identity for all base elements in Lc holds.Therefore, Lie brackets in Lc are determined by the following ones: (60)and [e1; f1] = i�g; � 2 R;[e1; f2] = �[e2; f1] = g;  2 R;where �2 + 2 6= 0;since g 2 L(1)c .Now we proceed exactly as in item (c.2.2.1.1.2): we choose the real ba-sis (79){(81) and obtain[y; z] = kw; k = ��=2 2 R;[y; u] = [z; v] = lw; l = =2 2 R;k2 + l2 6= 0:If l = 0, then L = L6;V (i), and if l 6= 0, then L = L6;V I(i) (see Construc-tions 6.5, 6.6) in case (c.2.2.1.2).(c.2.2.2) Let both eigenvalues �i have algebraic multiplicity two. Thereexists a basis e1, e2, f1, f2, g of the derived subalgebra L(1)c in which theoperator ad has the diagonal matrixadxjspan(e1;e2;f1;f2;g) = 0BBBB@ i 0 0 0 00 i 0 0 00 0 �i 0 00 0 0 �i 00 0 0 0 0 1CCCCA : (84)In the same way as before, we obtain the Lie brackets[e1; f1] = i�g; � 2 R;[e2; f2] = i�g; � 2 R;[e1; f2] = ( + i�)g; ; � 2 R;[e2; f1] = (� + i�)g:The operator ad g : span(e1; e2) ! span(e1; e2) is nilpotent; moreover, itis nonzero, since otherwise L(2)c = C g; hence j(�i) = 2, a contradiction to



204 YU. L. SACHKOVTheorem 1 in 7. Therefore, there exists a basis e1; e2 in L(1)c (i) and thecorresponding basis f1 = e1, f2 = e2 in L(1)c (�i) in whichad gjspan(e1;e2) = � 0 10 0 � ; and ad gjspan(f1;f2) = � 0 10 0 � ; (85)note that the matrix in (84) remains without changes in the new basis.We write the Jacobi identity for the triples of elements and obtain(g; e2; f1) ) � = 0;(g; e2; f2) ) � = 0;(f2; e1; e2) )  = 0:If � = � =  = 0, then Jacobi identity holds for all possible triples of baseelements of Lc.Therefore, multiplication rules in Lc are determined by (84), (85), and[e2; f2] = i�g; � 2 Rn f0g; (86)where � 6= 0, since g 2 L(1)c .Now we choose the new base vectorse01 = �e1; f 01 = �f1; and g0 = �g;denote them as before by e1, f1, and g, respectively, and obtain[e2; f2] = iginstead of (86).Finally, we pass to the real basis (79){(81) in L and obtain L = L6;III(i);see Construction 6.3.Therefore, all possible cases of disposition of the spectrum Sp(1) in thecomplex plane are considered, and in all these cases, the Lie algebra L hasone of the types L6;I{L6;V III . The necessity follows.Su�ciency. All Lie algebras listed in (1){(8) of Theorem 6.7 are control-lable by Theorems 6.1{6.6, (c).Theorem 6.7 is completely proved.6.4. Isomorphisms of controllable Lie algebras.Theorem 6.8. Any two six-dimensional controllable solvable Lie alge-bras that belong to distinct classes (1){(8) given in Theorem 6:7 are notisomorphic one to another. All isomorphisms inside these classes are asfollows.(1) L6;I(�1; �1) ' L6;I(�2; �2), �j ; �j 2 C nR, �j 6= �j; ��j, j = 1; 2, ifand only if f�2; ��2g = kf�1; ��1g and f�2; ��2g = kf�1; ��1g for somek 2 Rn f0g.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 205(2) L6;II(�1; �1) ' L6;II(�2; �2), �j ; �j 2 C nR, Re�j = Re�j, �j 6=�j ; ��j, j = 1; 2, if and only if f�1; ��1; �1; ��1g � f�2; ��2; �2; ��2g.(3) L6;III(�1) ' L6;III(�2), �j 2 C n R, j = 1; 2, if and only iff�1; ��1g � f�2; ��2g.(4) L6;IV (�1) ' L6;IV (�2), �j 2 C n (R[ iR), j = 1; 2, if and only iff�1; ��1g � f�2; ��2g.(5) L6;V (�1) ' L6;V (�2), �j 2 C nR; j = 1; 2, if and only if f�1; ��1g �f�2; ��2g.(6) L6;V I(�1) ' L6;V I(�2), �j 2 C n R, j = 1; 2, if and only iff�1; ��1g � f�2; ��2g.Proof. In this proof, we denote the Lie algebra L6;III(bi) ' L6;III(i), b 2Rn f0g, by L6;IX .(1) Lie algebras L6;III(�), � 2 C n (R[ iR), are not isomorphic to Liealgebras of all other classes L6;I , L6;II , L6;IV {L6;IX , since dimL(2) = 3and the spectrum Sp(adxjL(1)) = f�; ��; � + 2a; �� + 2a; 2ag is algebraicallysimple for L = L6;III(�), � 2 C n (R[ iR), which is not the case for Liealgebras of all other classes.(2)We show that L6;I(�1; �1) 6' L6;II(�2; �2). On the contrary, we sup-pose that L6;I(�1; �1) ' L6;II(�2; �2). We identify both these Lie algebraswith L = L6;I(�; �), and �x a basis fx; y; z; u; v; wg in L as in Construc-tion 6.1. There exists another basis fx0; y0; z0; u0; v0; w0g in L with multi-plication rules as in Construction 6.2. By Lemma 10.2, Sp(adxjL(1)) �Sp(adx0jL(1)). Rescaling and renumbering the base vectors, if necessary, wecan obtain � = �1 = �2, and � = �1 = �2.We pass to the corresponding complex bases in Lc:x; e1 = y + iz; f1 = y � iz; e2 = u+ iv; f2 = u� iv; g = w;x0; e01 = y0 + iz0; f 01 = y0 � iz0; e02 = u0 + iv0; f 02 = u0 � iv0; g0 = w0:Then adxjspan(e1;f1;e2;f2;g) = 0BBBB@ � 0 0 0 00 �� 0 0 00 0 � 0 00 0 0 �� 00 0 0 0 2a 1CCCCA ;[e1; f1] = �2ig;[e02; f 02] = �2ig0: (87)Further, we have the decompositionx0 = x+ �e1 + �f1 + �f1 + �f2 + g; �; � 2 C ;  2 R;



206 YU. L. SACHKOVhence adx0jspan(e1;f1;e2;f2;g) = 0BBBB@ � 0 0 0 00 �� 0 0 00 0 � 0 00 0 0 �� 0�2i� 2i� 0 0 2a 1CCCCA :Thus, e01 = p(e1 � 2i(�=�)g); e02 = qe2; p; q 2 C n f0g; (88)f 01 = p(f1 + 2i(�=�)g); f 02 = qe2; (89)g0 = rg; r 2 Rn f0g: (90)Now [e02; f 02] = 0;which contradicts (87). Thus L6;I(�1; �1) 6' L6;II(�2; �2).(3)We show that L6;I(�1; �1) 6' L6;IV (�2). As in (2), we have[e01; f 02] = �2ig0from Construction 6.4 and [e01; f 02] = 0from (88) and (89), a contradiction.(4)The Lie algebras L6;I(�; �), �; � 2 C nR, � 6= �; ��, are not isomorphicto any of the Lie algebras L6;V {L6;IX , since the spectrum f�; ��; �; ��g of theoperator adxjL(1) is algebraically simple for L = L6;I(�; �), �; � 2 C n R,� 6= �; ��, which is not the case for Lie algebras of the classes L6;V {L6;IX .(5) L6;II(�1; �1) 6' L6;IV (�2), �1; �2; �1 2 C nR, Re�1 = Re�1, �1 6=�1; ��1, since f�1; ��1; �1; ��1; 2a1g 6� f�2; ��2;��2;���2; 0g.(6) The Lie algebras L6;II(�; �), �; � 2 C nR, Re� = Re�, � 6= �; ��, arenot isomorphic to any of the Lie algebras L6;V {L6;IX , since the spectrumf�; ��; �; ��g is algebraically simple for L = L6;II(�; �), which is not the casefor Lie algebras of the classes L6;V {L6;IX .(7) The Lie algebras L6;IV (�), � 2 C n (R[ iR), are not isomorphic toany of the Lie algebras L6;V {L6;IX by the same argument as in (6).(8) We show that L6;V (�1) 6' L6;V I(�2), �1; �2 2 C n R. Assume thatL6;V (�1) ' L6;V I(�2). Choose the canonical bases as in Constructions 6.5,6.6: L6;V (�1) = span(x1; y1; z1; u1; v1; w1);L6;V I(�2) = span(x2; y2; z2; u2; v2; w2):The derived subalgebra L(1)6;V (�1) contains the 3-dimensional subspaceI1 = span(u1; v1; w1)



CLASSIFICATION OF CONTROLLABLE SYSTEMS 207in its center. Thus, there is a 3-dimensional subspace I2 in the center ofL(1)6;V I(�2). We have dim(I2 \ span(y2; z2; u2; v2)) � 1:Take any vector 0 6= f = ay2 + bz2 + cu2 + dv2 2 I2:We multiply this decomposition by vectors y2, z2, u2, and v2, and obtaina = b = c = d = 0;a contradiction.(9) The Lie algebras L6;V (�), � 2 C nR, are not isomorphic to any oneof the Lie algebras L6;V II , L6;V III , and L6;IX , since dimL(2)6;V (�) = 1 butdimL(2)6;V II = dimL(2)6;V III = dimL(2)6;IX = 3.(10) We show that L6;V I(�) 6' L6;V II ; L6;V III ; L6;IX , � 2 C nR, as initems (8) and (9) above.(11)We show that L6;V II 6' L6;V III . We suppose the contrary, identifyL = L6;V II = L6;V III , and choose the canonical bases as in Constructi-ons 6.7 and 6.8:L6;V II = span(x; y; z; u; v; w);L6;V III = span(x0; y0; z0; u0; v0; w0);e1 = y + iz; f1 = y � iz; e2 = u+ iv; f2 = u� iv; g = w;e01 = y0 + iz0; f 01 = y0 � iz0; e02 = u0 + iv0; f 02 = u0 � iv0; g0 = w0:Then adxjspan(e1;f1;e2;f2;g) = 0BBBB@ i 0 0 0 01 i 0 0 00 0 �i 0 00 0 1 �i 00 0 0 0 0 1CCCCA ;[g; e1] = ie2; [g; f1] = �if2;[g0; e01] = �ie02; [g0; f 01] = if 02: (91)Further,x0 = x+ �e1 + �e2 + �f1 + �f2 + g; �; � 2 C ;  2 R;



208 YU. L. SACHKOVconsequently,adx0jspan(e1;f1;e2;f2;g) = 0BBBB@ i 0 0 0 01 + i i 0 0 i�0 0 �i 0 00 0 1� i �i �i�2i� 0 �2i� 0 0 1CCCCA :Thus, e01 = k(e1 + 2�g); e02 = k(1 + i)e2 ; k 2 C n f0g;f 01 = k(f1 + 2�g); f 02 = k(1� i)f2 ;g0 = �1=(2i)[e01; f 01] = kk(g + �e2 + �f2);[g0; e01] = ikk1 + i e02:We compare the last relation with (91) and obtainkk1 + i = �1; (92)which is impossible. The contradiction shows that L6;V II 6' L6;V III .(12) We show that L6;V II 6' L6;IX . By an argument similar to that ofitem (11), we obtain from multiplication rules in L6;IX that[g0; e01] = e02instead of (91). Now ikk1 + i = 1instead of (92), a contradiction.(13) By a similar argument, we show that L6;V III 6' L6;IX .Therefore, we proved that all classes of Lie algebras L6;I{L6;IX are pair-wise nonisomorphic. Now we pass to the study of isomorphisms inside theseclasses.(14)We prove statement (1) of Theorem 6.8.Necessity. By Lemma 10.2, there exists a number k 2 Rn f0g such thatf�2; ��2 �2; ��2g = kf�1; ��1 �1; ��1g:It follows from the multiplication rules in Construction 6.1 that in any Liealgebra L6;I(�; �) = span(x; y; z; u; v; w), the ideal I = span(u; v) = L(1)(�)is invariantly de�ned (see expressions for e02, and f 02 in (88), and (89)). LetIj � L6;I(�j ; �j), j = 1; 2, be such ideals in the isomorphic Lie algebras.Then L4(�1) = L6;I(�1; �1)=I1 ' L6;I(�2; �2)=I2 = L4(�2):



CLASSIFICATION OF CONTROLLABLE SYSTEMS 209By Theorem 4.3, f�2; ��2g = kf�1; ��1g:Necessity follows.Su�ciency. Letf�2; ��2g = kf�1; ��1g; f�2; ��2g = kf�1; ��1g; k 2 Rn f0g:There can be the following four cases:(1) �2 = k�1, �2 = k�1;(2) �2 = k�1, �2 = k��1;(3) �2 = k��1, �2 = k�1;(4) �2 = k��1, �2 = k��1.In each of these cases, the required correspondence between the canonicalbase vectors in L6;I(�1; �1) = span(x1; y1; z1; u1; v1; w1) and L6;I(�2; �2) =span(x2; y2; z2; u2; v2; w2) is as follows:(1) x2 7! kx1, y2 7! y1, z2 7! z1, u2 7! u1, v2 7! v1, w2 7! w1;(2) x2 7! kx1, y2 7! y1, z2 7! z1, u2 7! v1, v2 7! u1, w2 7! w1;(3) x2 7! kx1, y2 7! z1, z2 7! y1, u2 7! u1, v2 7! v1, w2 7! w1;(4) x2 7! kx1, y2 7! z1, z2 7! y1, u2 7! v1, v2 7! u1, w2 7! w1.(15)We prove statement (2) of Theorem 6.8.Necessity follows from Lemma 10.2.Su�ciency is proved by constructing a correspondence between canonicalbases as in item (14).(16) Statements (3){(6) are proved by the argument used in the previousitem. 7. Low-dimensional solvable Lie algebrasIn this section, we collect several propositions that are valid for all con-trollable low-dimensional solvable Lie algebras.Theorem 7.1. Let L be a controllable solvable Lie algebra, dimL � 6.Then the following assertions hold.(a) The only codimension one subalgebra in L is its derived subalgebraL(1).(b) Let A;B 2 L. The system � = A + RB � L is controllable if andonly if the following conditions hold:(1) B =2 L(1);(2) Lie(A;B) = L.(c) Let B 2 L n L(1). Then the system � = A+RB � L is controllablefor almost all A 2 L.Proof. This proposition follows directly from results of Secs. 1{6.



210 YU. L. SACHKOVThe simple description of all codimension one subalgebras provided bythe previous theorem leads to the following controllability test for arbitrary(not just control-a�ne and single-input) right-invariant systems.Theorem 7.2. Let L be controllable solvable Lie algebra with dimL � 6.Then an arbitrary right-invariant system � � L is controllable if and onlyif the following conditions hold :(1) Lie(�) = L;(2) the system � is not contained in any one of the two half-spaces inL bounded by the hyperplane L(1).Proof. Apply Proposition 1 and Theorem 7.1, (a).8. Controllability of segmentsThe preceding results of this paper were related to right-invariant systemsof the form � = A+RB = fA+ uB j u 2 Rg � L; (93)i.e., a�ne lines in a Lie algebra L. Moreover, we de�ne a controllable Liealgebra as a Lie algebra that contains at least one controllable line �. Nowwe pass to right-invariant systems of the formS = f(1� u)A+ uB j u 2 [0; 1]g � L; (94)i.e., segments in L. We obtain complete controllability conditions for seg-ments and show that the de�nition of a controllable Lie algebra L canequivalently be given in terms of controllable segments in L.Remark. In the classical notation, segment (94) is written as the controlsystem _X = (1� u)A(X) + uB(X); u 2 [0; 1]; X 2 G;where the state space G is the connected simply connected Lie group cor-responding to the Lie algebra L.For a subset � of a vector space L, denote by cone(�) the closed convexpositive cone generated by the set �. Recall that a right-invariant system� in a Lie algebra L is controllable i� the system cone(�) is controllable.For an arbitrary Lie algebra L, controllability of a segment S � L obvi-ously implies controllability of any line � � L such that cone(S) � cone(�).The inverse implication holds in solvable Lie algebras.Theorem 8.1. Let L be a real solvable Lie algebra. A segment S � L iscontrollable i� any line � � L with cone(S) � cone(�) is controllable.



CLASSIFICATION OF CONTROLLABLE SYSTEMS 211Proof. Necessity is already known, and we pass to su�ciency. Let S �L be a noncontrollable segment. To prove this theorem, we construct anoncontrollable line � � L with cone(S) � cone(�). By Proposition 1, wehave(1) Lie(S) 6= L or(2) there exists a codimension one subalgebra l � L such that S iscontained in a half-space � � L bounded by the hyperplane l.In case (1), the line � � S is the required one:Lie(�) = Lie(A;B) = Lie(S) 6= L;cone(S) � cone(�):Consider case (2). If the subalgebra l contains the space span(S), thenLie(S) � l 6= L;and we proceed as in case (1). Let span(S) 6� l. If dimspan(S) = 1,then Lie(S) = span(S) 6= L. Therefore, dimspan(S) = 2, i.e., the hy-perplane l and the plane span(S) intersect transversally. The intersec-tion �1 = span(S) \ � is a half-plane and obviously S � �1. Thus,cone(S) � cone(�1) = �1. Take any line � in the half-plane �1 suchthat cone(�) = �1. The line � is the required one, sincecone(S) � �1 = cone(�)and � � �1 � � ) � is noncontrollable.Theorem 8.2. A Lie algebra L is controllable (i.e, L contains a control-lable line (93)) i� L contains a controllable segment (94).Proof. Su�ciency. If a segment S � L is controllable, then the line � � Sis also controllable.Necessity. If a line � � L is controllable, then a su�ciently long segmentS � � is also controllable. Indeed, let O � span(�) be a circle centered atthe origin. Since the line � is controllable, the arcA = O \ cone(�)is controllable because cone(A) = cone(�). Further, controllability of right-invariant systems is preserved under small perturbations (see, e.g., Theo-rem 2.10 in 8); therefore, any arc A1 contained in interior of A and su�-ciently close to A is controllable. Then the segmentS = � \ cone(A1) � �is controllable since cone(S) = cone(A1).



212 YU. L. SACHKOVTherefore, if a solvable Lie algebra L is noncontrollable, then any segmentS � L is noncontrollable. If L is controllable, then it contains a controllablesegment S. A controllability test for segments (as well as for arbitrary right-invariant systems) in controllable Lie algebras is provided by Theorem 7.2.9. Concluding remarksThe complete description of controllable solvable Lie algebras up to di-mension 6 obtained in this paper is possible mainly due to the necessaryand su�cient controllability conditions on solvable Lie groups of Theorems 1and 2 in 7. The most essential gap between these conditions, the absence ofN-pairs of eigenvalues of the operator adBjL(1) , almost vanishes in dimen-sions 1{6. However, in dimension 7, there appear families of Lie algebrasL and vectors A;B 2 L for which necessary controllability conditions hold,but su�cient controllability conditions are violated (see Construction 9.1below). Therefore, the approach of this paper fails starting from dimen-sion 7. Although, this bound seems to be technical only: the results ofSec. 7 common for all dimensions 1{6 may well be extended to higher di-mensions. Intrinsically, the result of Jimmie Lawson (Proposition 1) statesthat in solvable Lie algebras, codimension one subalgebras (together withthe rank condition) are responsible for controllability. It seems that in solv-able Lie algebras L, the following alternative holds:(1) either the derived subalgebra L(1) is the only codimension one sub-algebra;(2) or there is an in�nite number of codimension one subalgebras.If this alternative is true, then controllable solvable Lie algebras are exactlyLie algebras with one subalgebra of codimension one, the derived subalge-bra. The theory of K.H. Ho�mann of codimension one subalgebras 2 canbe helpful in this direction.We conclude by the seven-dimensional example, a gap between necessaryand su�cient controllability conditions.Construction 9.1. The Lie algebra L7(�; �), �; � 2 C nR; see Fig. 11.L7(�; �) = span(x; y; z; u; v; s; t);adxjspan(y;z;u;v;s;t) = 0BBBBBB@ a b 0 0 0 0�b a 0 0 0 00 0 c d 0 00 0 �d c 0 00 0 0 0 2a 00 0 0 0 0 2c 1CCCCCCA ;� = a+ bi; � = c+ di;[y; z] = s; [u; v] = t:
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0 QQQQQQsr� y������3r�� zQQQk r ��v���+ r �urt2c rs2aFig. 11. L7(�; �).Let L = L7(�; �), �; � 2 C nR with c = Re� < 0 < Re� = a, and letA;B 2 L be any elements such that B =2 L(1) and A(Bx�) 6= 0, A(Bx�) 6= 0.Then all conditions of Theorem 1 in 7 are satis�ed. On the other hand, thepair (Bx � 2c; Bx � 2a) is an N-pair of eigenvalues; thus, condition (6) ofTheorem 2 in 7 is violated.Remark. After this work was completed, the author found out that DirkMittenhuber 10 obtained a purely algebraic description of controllable solv-able Lie algebras in arbitrary dimensions. It follows from this descriptionthat the Lie algebra L7(�; �), �; � 2 C nR, � 6= �; ��, is controllable.10. Appendix: auxiliary propositionsLemma 10.1. Let L be a real Lie algebra and B 2 L n L(1). Then(1) [L(1)c (a); L(1)c (b)] � L(1)c (a+ b) if a; b 2 Sp(1);(2) [L(1)(a); L(1)(b)] � 8>><>>: L(1)(a+ b) if a; b 2 Sp(1)r ;L(1)(a+ b) if a 2 Sp(1)c ;b 2 Sp(1)r ;L(1)(a+ b) + L(1)(a+ b) if a; b 2 Sp(1)c ;(3) [L(1)(a); L(1)(a)] � L(1)(2Re a) if a 2 Sp(1)c .Proof. (1) follows from the Jacobi identity.(2) and (3) follow from reali�cation of (1).



214 YU. L. SACHKOVLemma 10.2. Let L be a real solvable Lie algebra with dimL(1) =dimL� 1. For any elements x;B 2 L n L(1), consider the decompositionB = Bxx+ B1; B1 2 L(1):Then Sp(adBjL(1) ) = Bx � Sp(adxjL(1));Sp(adBjL(2) ) = Bx � Sp(adxjL(2)):Proof. It is well known that in any complex solvable Lie algebra there ex-ists a basis in which all inner derivation operators are triangular (see e. g.Theorem 3.7.3 in 9). We choose such a basis in the complexi�cation Lc:adc zjL(1)c = 0B@ �1(z) � �0 .. . �0 0 �n(z) 1CA ; z 2 Lc;then Sp(adc zjL(1)c ) = Sp(ad zjL(1)) = f�1(z); : : : ; �n(z)g; z 2 L:But the Lie algebra L(1)c is nilpotent as the derived subalgebra of a solvableLie algebra; consequently, the operator adcB1jL(1)c is nilpotent, i.e.,�1(B1) = � � � = �n(B1) = 0:Therefore,adcBjL(1)c = Bx adc xjL(1)c + adcB1jL(1)c = Bx0B@ �1(z) � �0 .. . �0 0 �n(z) 1CA ;thus, Sp(adBjL(1) ) = Bx � f�1(z); : : : ; �n(z)g = Bx � Sp(adxjL(1)):The relation for the spectra in L(2) is proved similarly.Lemma 10.3. Let L be a real Lie algebra such that L 6= L(1) 6= L(2).Let B 2 L n L(1) and Sp(1) � R. Then L(1)r 6= L(2)r .Proof. L(1)r = L(1) 6= L(2) = L(2)r .



CLASSIFICATION OF CONTROLLABLE SYSTEMS 215Lemma 10.4. Let L be a real Lie algebra, dimL(1) = dimL� 1, A;B 2L, B =2 L(1), and let the spectrum Sp(1) = Sp(adBjL(1) ) be geometricallysimple. Consider the decompositionA = ABB + A1; AB 2 R; A1 2 L(1): (95)Then the following conditions are equivalent:(1) top(A; �) 6= 0 for all � 2 Sp(1);(2) the vector A1 does not belong to any proper invariant subspace ofthe operator adBjL(1) ;(3) span(B;A; (adB)A; : : : ; (adB)n�2A) = L, n = dimL.Proof. By Lemma 5.1 in 7, condition (1) is equivalent to the following one:rank(A1; (adB)A1; : : : ; (adB)n�2A1) = n� 1 (96)(one should just replace in that lemma Rn, b, and A respectively by L(1),A1, and adB). Further, (96) is equivalent tospan(A1; (adB)A1; : : : ; (adB)n�2A1) = L(1); (97)which holds i�span(B;A1; (adB)A1; : : : ; (adB)n�2A1) = L:In view of (95) and since (adB)A1 = (adB)A, the above relation is equiva-lent to condition (3) of this lemma. The equivalence (1) , (3) is proved.The proposition (2) , (3) follows since (97) is equivalent to (2).Lemma 10.5. Let L be a real solvable Lie algebra with a codimensionone derived subalgebra L(1). Assume that for any element B 2 L n L(1),there exists an element A 2 L such that the system � = A + RB � L iscontrollable. Then the derived subalgebra L(1) is the only codimension onesubalgebra of L.Proof. Suppose that l 6= L(1) is another codimension one subalgebra in L.Take any element B 2 l nL(1). By Proposition 1, for any A 2 L, the system� = A+RB is not controllable, since � is contained in a half-space boundedby the subalgebra l. The contradiction with the hypothesis of this lemmacompletes the proof.Acknowledgment. The author is pleased to thank Professor A.A. Agra-chev for pointing out the importance of the low-dimensional problem consid-ered in this paper. The author is grateful to Professors Jean-Paul Gauthier,Jean-Marie Strelcyn, and Dirk Mittenhuber for valuable discussions of re-sults of the work.
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