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#### Abstract

Right-invariant control systems on simply connected solvable Lie groups are studied. A complete and explicit description of controllable single-input right-invariant systems on such Lie groups up to dimension 6 is obtained.


## 0. Introduction

The aim of this paper is to study controllability of single-input rightinvariant control systems on low-dimensional simply connected solvable Lie groups. It is an immediate continuation of our previous papers 6, 7, in which controllability of such systems on solvable Lie groups and, more generally, Lie groups different from their derived subgroups was studied. We use definitions and results of those papers (especially of the second one) throughout this paper.

A nice introduction to the subject of right-invariant systems on Lie groups is given in the recent book by V. Jurdjevic 3. One may also consult survey 8 , which is an attempt to cover all results published so far on this subject (the majority of results of the present paper were announced in this survey).
0.1. Description of the problem and results. Given a Lie algebra $L$, there is the "largest" connected Lie group $G$ having Lie algebra $L$, the simply connected one. All other connected Lie groups with Lie algebra $L$ are "smaller" than $G$ in the sense that they are quotients $G / C$, where $C$ is a discrete subgroup of the center of $G$. A right-invariant system $\Gamma \subset L$ may thus be considered on any of these groups, and the simply connected group $G$ is the hardest to control among them. Hence, given a right-invariant system $\Gamma$ on a Lie group (or a homogeneous space of a Lie group) $H$, it is

[^0]natural first to study its controllability on the simply connected covering $\widetilde{H}$ of $H$. If $\Gamma$ is controllable on $\widetilde{H}$, then it is obviously controllable on $H$ (and on all its homogeneous spaces); in the opposite case, one should use particular geometric properties of $H$ (e.g., the existence of periodic one-parameter subgroups) to verify controllability of $\Gamma$ on $H$. It is obvious and remarkable that controllability conditions on a simply connected Lie group $G$ should have a completely Lie-algebraic form: they are completely determined by the Lie algebra $L$ and its subset $\Gamma$ (see, e.g., 1, 5, 6, 7).

This motivates the following definition. Let $L$ be a finite-dimensional real Lie algebra.

Definition 1. A right-invariant system $\Gamma \subset L$ is called controllable if it is controllable on the (unique) connected simply connected Lie group with Lie algebra $L$.

The next definition makes sense at least for solvable Lie algebras in small dimensions.

Definition 2. A Lie algebra $L$ is called controllable if there exist elements $A, B \in L$ such that the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable.

Remark. We define controllability of a Lie algebra $L$ in terms of affine lines

$$
A+\mathbb{R} B=\{A+u B \mid u \in \mathbb{R}\} \subset L .
$$

It is easy to show that this definition is equivalent to a similar one in terms of affine segments

$$
\{(1-u) A+u B \mid u \in[0,1]\} \subset L ;
$$

see Theorem 8.2.
In this paper, we show that for solvable low-dimensional Lie algebras $L$, the following takes place:

- existence of a controllable single-input system $\Gamma=A+\mathbb{R} B \subset L$, i.e., controllability of $L$ is a strong restriction on $L$;
- if $L$ is controllable, then almost all pairs $(A, B) \in L \times L$ give rise to controllable systems $\Gamma=A+\mathbb{R} B$;
- controllability of a system $\Gamma=A+\mathbb{R} B \subset L$ depends primarily on $L$ but not on $\Gamma$.
Moreover, these results yield a complete description of controllability in low-dimensional solvable Lie algebras, which is the main result of this work.

Up to dimension 6, we describe all solvable Lie algebras $L$ that are controllable, and give controllability tests for single-input systems $\Gamma=$ $A+\mathbb{R} B \subset L$.

The general "bird's-eye view" of controllable low-dimensional solvable Lie algebras is as follows:
$\operatorname{dim} L=1$ : the (unique) Lie algebra is controllable;
$\operatorname{dim} L=2$ : the two Lie algebras are noncontrollable;
$\operatorname{dim} L=3:$ there is one family of controllable Lie algebras $L_{3}(\lambda)$, $\lambda \in \mathbb{C} \backslash \mathbb{R} ;$
$\operatorname{dim} L=4:$ there is one family of controllable Lie algebras $L_{4}(\lambda)$, $\lambda \in \mathbb{C} \backslash \mathbb{R} ;$
$\operatorname{dim} L=5$ : there are two families of controllable Lie algebras:
(1) $L_{5, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$,
(2) $L_{5, I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$;
$\operatorname{dim} L=6$ : there are six families and, in addition, two controllable Lie algebras:
(1) $L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$,
(2) $L_{6, I I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda=\operatorname{Re} \mu, \lambda \neq \mu, \bar{\mu}$,
(3) $L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$,
(4) $L_{6, I V}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$,
(5) $L_{6, V}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$,
(6) $L_{6, V I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$,
(7) $L_{6, V I I}$,
(8) $L_{6, V I I I}$.

All these Lie algebras $L$ have codimension one derived subalgebras $L^{(1)}$, and the complex parameters $\lambda$ and $\mu$ are eigenvalues of the operators $\left.\operatorname{ad} x\right|_{L^{(1)}}, x \in L \backslash L^{(1)}$. The Lie algebras in distinct families are nonisomorphic. Inside each family, the Lie algebras are isomorphic iff the corresponding sets $\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}$ (or $\{\lambda, \bar{\lambda}\}$ ) are homothetic in $\mathbb{C}$ (for the family $L_{6, I}(\lambda, \mu)$, the corresponding sets $\{\lambda, \bar{\lambda}\}$ and $\{\mu, \bar{\mu}\}$ should be homothetic with the same coefficient).

For all controllable low-dimensional solvable Lie algebras, we obtain the following general result.

Theorem 7.1. Let $L$ be a controllable solvable Lie algebra, $\operatorname{dim} L \leq 6$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.
0.2. Structure of the paper. We obtain the description of controllable solvable Lie algebras and controllability conditions for systems of the form $\Gamma=A+\mathbb{R} B$ for dimensions $1-6$ in Secs. 1-6, respectively.

In Sec. 7, we summarize these results in the form valid for all dimensions from 1 to 6 .

While Secs. 1-7 are devoted to controllability of the lines $\Gamma=A+\mathbb{R} B$, in Sec. 8, we study controllability of the segments $S=\{(1-u) A+u B \mid u \in$ $[0,1]\}$. We relate controllability of segments with controllability of lines and give a general controllability test for segments in solvable Lie algebras in terms of half-planes containing the angles generated as cones by the segments.

In Sec. 9, we suggest several final remarks that might be helpful for the further study of controllability of right-invariant systems.

Finally, in the Appendix, we collect and prove some necessary auxiliary propositions.
0.3. Known facts. The main tools in the subsequent study of controllability are the results of 6,7 .

In addition to them, we also apply the following nice description of controllable right-invariant systems on solvable Lie groups (in the simply connected case, this description provides a controllability test). This controllability condition is applicable to Lie groups with cocompact radical, i.e., for Lie groups $G$ such that the quotient $G / \operatorname{Rad} G$ modulo the maximal solvable normal subgroup $\operatorname{Rad} G$ is compact. In particular, this result applies to solvable Lie groups, for which $G=\operatorname{Rad} G$.

Proposition 1 (J.D. Lawson 5). Assume that $G / \operatorname{Rad} G$ is compact; let $\Gamma \subset L$ be a right-invariant system that satisfies the rank condition $\operatorname{Lie}(\Gamma)=L$. If $\Gamma$ is not contained in any half-space of $L$ with boundary being a subalgebra, then $\Gamma$ is controllable on the connected Lie group $G$. The converse holds if $G$ is simply connected.

## 1. One-dimensional Lie algebra

The unique one-dimensional Lie algebra is Abelian and isomorphic to $\mathbb{R}$.
Theorem 1.1. The one-dimensional Lie algebra $\mathbb{R}$ is controllable. $A$ system $\Gamma=A+\mathbb{R} B \subset \mathbb{R}$ is controllable if and only if $B \neq 0$.

Proof. The statement of the theorem is obvious.

## 2. Two-dimensional Lie algebras

There are two nonisomorphic two-dimensional Lie algebras: Abelian $\mathbb{R}^{2}$, and solvable non-Abelian $S_{2}=\operatorname{span}(x, y),[x, y]=y$.

Theorem 2.1. Both two-dimensional Lie algebras $\mathbb{R}^{2}$ and $S_{2}$ are not controllable.

Proof. Both Lie algebras $L=\mathbb{R}^{2}$ and $S_{2}$ are completely solvable, i.e., all operators ad $x, x \in L$, have real spectra. By Theorem 2 of 6 , a completely solvable Lie algebra $L$ is not controllable if $\operatorname{dim} L \geq 1$.

## 3. Three-dimensional Lie algebras

### 3.1. Construction of controllable Lie algebras.

Construction 3.1. The Lie algebra $L_{3}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 1.

$$
\begin{aligned}
& L_{3}(\lambda)=\operatorname{span}(x, y, z) \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z)}=\left(\begin{array}{cc}
a & b \\
-b & a
\end{array}\right), \quad \lambda=a+b i
\end{aligned}
$$

In other words, the following commutation relations hold in the Lie algebra $L_{3}(\lambda)$ :

$$
[x, y]=a y-b z, \quad[x, z]=b y+a z
$$

All other brackets of the base elements $x, y$, and $z$ either are determined from these ones by skew-symmetry: $[y, x]=-a y+b z,[z, x]=-b y-a z$, or are zero: $[y, z]=[z, y]=0$. We use such descriptions of multiplication in low-dimensional solvable Lie algebras in what follows.

Remark. The Jacobi identity for the (only) triple of base elements $(x, y, z)$ holds; thus, $L_{3}(\lambda)$ is a Lie algebra. A similar argument with the Jacobi identity for all triples of base elements shows that all controllable Lie algebras defined in Secs. 4-6 are also realizable.

The Lie algebra $L_{3}(\lambda)$ is schematically represented in Fig. 1 by the eigenvalues $\lambda, \bar{\lambda} \in \mathbb{C}$ and realifications of the eigenvectors $y, z \in L_{3}(\lambda)$ of the operator ad $\left.x\right|_{\operatorname{span}(y, z)}$.


Fig. 1. $L_{3}(\lambda)$.

### 3.2. Controllability conditions.

Theorem 3.1. Let $L=L_{3}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right)$ the vectors $A$ and $B$ are linearly independent, or
$\left(2^{\prime \prime}\right) \operatorname{span}(B, A,(\operatorname{ad} B) A)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Remark. In statement (b), we assert that controllability of the system $\Gamma$ is equivalent to any one of the following (mutually equivalent) conditions: (1) \& (2), or $(1) \&\left(2^{\prime}\right)$, or $(1) \&\left(2^{\prime \prime}\right)$. We use such a convention in similar theorems for higher dimensions below.

Theorem 3.2. A three-dimensional solvable Lie algebra is controllable if and only if it is isomorphic to $L_{3}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$.

### 3.3. Proof of controllability conditions.

3.3.1. Lie algebra $L_{3}(\lambda)$ : Theorem 3.1.

Proof. Statement (b), (1) \& (2'). Sufficiency. We show that all hypotheses of Corollary 37 hold.

Conditions (1) and (2) obviously hold.
Condition (3). Consider the decomposition $B=B_{x} x+B_{y} y+B_{z} z$. By Lemma 10.2, we have

$$
\mathrm{Sp}^{(1)}=\operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)=B_{x} \cdot \operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{L^{(1)}}\right)=B_{x} \cdot\{\lambda, \bar{\lambda}\}
$$

The condition $B \notin L^{(1)}$ is equivalent to $B_{x} \neq 0$; thus, the spectrum $\mathrm{Sp}^{(1)}$ is simple.

Condition (4): $\mathrm{Sp}_{r}^{(2)}=\mathrm{Sp}_{r}^{(1)}=\emptyset$.
Condition (5), $A(a) \neq 0$ for all $a \in \mathrm{Sp}_{e}^{(1)}$, means that the vector $A$ has a nonzero projection onto $L^{(1)}$ along the line $\mathbb{R} B$, i.e., $A$ and $B$ are linearly independent.

Condition (6): $\mathrm{Sp}_{r}^{(1)}=\emptyset$.
Now it follows from Corollary 3 in 7 that the system $\Gamma$ is controllable.
Necessity follows from items (2) and (5) of Corollary 1 in 7.
Statement (b), (1) \& (2): we prove that (2) $\Leftrightarrow\left(2^{\prime}\right)$ under condition (1).
$(2) \Rightarrow\left(2^{\prime}\right)$. If $\left(2^{\prime}\right)$ is violated, then (2) is also violated by Lemma 3.5 in 7.
$(2) \Leftarrow\left(2^{\prime}\right)$. If (2) is violated, then $\Gamma$ is not controllable by the rank condition; thus, $\left(2^{\prime}\right)$ is also violated.

Statement (b), (1) \& ( $2^{\prime \prime}$ ) follow from Lemma 10.4.
Statement (c) follows from statement (b), (1) \& (2').
Statement (a) follows from statement (c) and Lemma 10.5.

### 3.3.2. Controllable Lie algebras: Theorem 3.2.

Proof. Necessity. Let $L$ be a solvable three-dimensional Lie algebra, and let $\Gamma=A+\mathbb{R} B \subset L$ be a controllable system. By Theorem 1 in $7, \operatorname{dim} L^{(1)}=2$, $B \notin L^{(1)}$, and $\mathrm{Sp}_{r}^{(1)}=\mathrm{Sp}_{r}^{(2)}$. The derived subalgebra $L^{(1)}$ is nilpotent and two dimensional; thus, it is Abelian. Consequently, $L^{(2)}=\{0\}$, and hence $\mathrm{Sp}_{r}^{(1)}=\mathrm{Sp}_{r}^{(2)}=\emptyset$. Thus,

$$
\mathrm{Sp}^{(1)}=\operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)=\{\lambda, \bar{\lambda}\}, \quad \lambda=a+i b \in \mathbb{C} \backslash \mathbb{R}
$$

Then there exists a basis $y, z$ of the plane $L^{(1)}$ such that

$$
[B, y]=a y-b z \text { and }[B, z]=b y+a z
$$

Taking into account that $L^{(1)}$ is Abelian, we obtain that $L=L_{3}(\lambda)$; it remains to set $x=B$.

Sufficiency is an obvious consequence of Theorem 3.1 (c).
3.4. Isomorphisms of controllable Lie algebras. We say that a set $S_{1} \subset \mathbb{C}$ is homothetic to a set $S_{2} \subset \mathbb{C}$ if $S_{2}=k \cdot S_{1}$ for some number $k \in \mathbb{R} \backslash\{0\}$. We denote this by $S_{1} \sim S_{2}$.

Theorem 3.3. Lie algebras $L_{3}\left(\lambda_{1}\right)$ and $L_{3}\left(\lambda_{2}\right), \lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash \mathbb{R}$, are isomorphic if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.

Proof. Necessity follows from Lemma 10.2.
Sufficiency. The following two cases are possible:
(1) $\lambda_{2}=k \lambda_{1}, k \in \mathbb{R} \backslash\{0\}$;
(2) $\lambda_{2}=k \bar{\lambda}_{1}, k \in \mathbb{R} \backslash\{0\}$.

In these cases, the required isomorphism $L_{3}\left(\lambda_{2}\right) \rightarrow L_{3}\left(\lambda_{1}\right)$ is defined on canonical bases $L_{3}\left(\lambda_{i}\right)=\operatorname{span}\left(x_{i}, y_{i}, z_{i}\right), i=1,2$, given in Construction 3.1 as follows:
(1) $x_{2} \mapsto k x_{1}, y_{2} \mapsto y_{1}, z_{2} \mapsto z_{1}$;
(2) $x_{2} \mapsto k x_{1}, y_{2} \mapsto z_{1}, z_{2} \mapsto y_{1}$.

## 4. Four-dimensional Lie algebras

### 4.1. Construction of controllable Lie algebras.

Construction 4.1. The Lie algebra $L_{4}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 2.

$$
\begin{aligned}
& L_{4}(\lambda)=\operatorname{span}(x, y, z, w) \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, w)}=\left(\begin{array}{rcc}
a & b & 0 \\
-b & a & 0 \\
0 & 0 & 2 a
\end{array}\right), \quad \lambda=a+b i \\
& {[y, z]=w .}
\end{aligned}
$$

The arrows in the schematic representation of the Lie algebra $L_{4}(\lambda)$ in Fig. 2 mean that Lie bracket of the vectors $y$ and $z$ gives the vector $w$.


Fig. 2. $L_{4}(\lambda), \operatorname{Re} \lambda=a$.

In the sequel, we consider the following decomposition for a vector $B \in$ $L_{4}(\lambda):$

$$
B=B_{x} x+B_{y} y+B_{z} z+B_{w} w
$$

### 4.2. Controllability conditions.

Theorem 4.1. Let $L=L_{4}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right) A\left(B_{x} \lambda\right) \neq 0$, or
$\left(2^{\prime \prime}\right) \operatorname{span}(B, A,(\operatorname{ad} B) A, w)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 4.2. A four-dimensional solvable Lie algebra is controllable if and only if it is isomorphic to $L_{4}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$.

### 4.3. Proof of controllability conditions.

4.3.1. Lie algebra $L_{4}(\lambda)$ : Theorem 4.1.

Proof. First, we prove the theorem for the case $a=\operatorname{Re} \lambda \neq 0$.
Statement (b), (1) \& (2'). Sufficiency follows from Corollary 3 in 7. Necessity follows from Corollary 1 in 7.

Statement (b), (1) \& ( $\left.2^{\prime \prime}\right)$ : we show that $\left(2^{\prime}\right) \Leftrightarrow\left(2^{\prime \prime}\right)$ under condition (1). The line $I=\mathbb{R} w$ is an ideal in $L$. Consider the quotient Lie algebra

$$
\begin{equation*}
\tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}) \simeq L_{3}(\lambda) \tag{1}
\end{equation*}
$$

(Here and below the sign of tilde denotes the passage to cosets.) Further, in view of Theorem 3.1, we obtain the chain of equivalent conditions

$$
\left(2^{\prime}\right) \Leftrightarrow \tilde{A}\left(B_{x} \lambda\right) \neq 0 \Leftrightarrow \operatorname{span}(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A})=\tilde{L} \Leftrightarrow\left(2^{\prime \prime}\right) .
$$

The remainder of the proof: statement (b), (1) \& (2), statement (c), and statement (a) follow as in Theorem 3.1.

Now we consider the case $a=\operatorname{Re} \lambda=0$.
Statement (a). On the contrary, let $l \subset L, l \neq L^{(1)}$, be a codimension one subalgebra. Consider the quotient Lie algebra (1) and the image $\tilde{l} \subset \tilde{L}$ of the Lie algebra $l$. Obviously, $\operatorname{dim} \tilde{l}$ can be equal to 2 or 3 .

Let $\operatorname{dim} \tilde{l}=2$. By Theorem 3.1, we have $\tilde{l}=L_{3}^{(1)}(\lambda)=\operatorname{span}(\tilde{y}, \tilde{z})$. Then the Lie algebra $l$ contains elements of the form

$$
\begin{aligned}
& f^{1}=y+f_{w}^{1} w, \quad f_{w}^{1} \in \mathbb{R} \\
& f^{2}=z+f_{w}^{2} w, \quad f_{w}^{2} \in \mathbb{R}
\end{aligned}
$$

Then $\left[f^{1}, f^{2}\right]=w \in l$; thus, $y, z \in l$. Therefore, $l=L^{(1)}$, a contradiction.
If $\operatorname{dim} \tilde{l}=3$, then $\tilde{l}=\tilde{L}$, and we obtain $l=L$ by an argument similar to the previous one.

Statement (b), (1) \& (2) follows from statement (a) and Proposition 1.
Statement (b), (1) \& (2'). We prove that $(2) \Leftrightarrow\left(2^{\prime}\right)$ under condition (1).
$(2) \Rightarrow\left(2^{\prime}\right)$. If $\left(2^{\prime}\right)$ is violated, then (2) is violated by Lemma 3.5 in 7.
$(2) \Leftarrow\left(2^{\prime}\right)$. Consider the quotient Lie algebra (1). In view of Theorem 3.1, we have the chain

$$
\left(2^{\prime}\right) \Rightarrow \tilde{A}\left(B_{x} \lambda\right) \neq 0 \Rightarrow \operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L} .
$$

Therefore, the Lie algebra $l=\operatorname{Lie}(A, B)$ contains elements of the form

$$
\begin{array}{ll}
f^{1}=y+f_{w}^{1} w, & f_{w}^{1} \in \mathbb{R} ; \\
f^{2}=z+f_{w}^{2} w, & f_{w}^{2} \in \mathbb{R} ; \\
f^{3}=x+f_{w}^{3} w, & f_{w}^{3} \in \mathbb{R}
\end{array}
$$

Then $\left[f^{1}, f^{2}\right]=w \in l$; consequently, $l=L$.
Statement (b), (1) \& ( $2^{\prime \prime}$ ) follows exactly as in the case $a \neq 0$.
Statement (c) follows from statement (b), (1) \& (2').

### 4.3.2. Controllable Lie algebras: Theorem 4.2.

Proof. Necessity. Let $L$ be a controllable solvable four-dimensional Lie algebra, and let $\Gamma=A+\mathbb{R} B \subset L$ be a controllable system. By Theorem 1 in $7, \operatorname{dim} L^{(1)}=3, B \notin L^{(1)}$, and $L_{r}^{(2)}=L_{r}^{(1)}$.

If $\mathrm{Sp}^{(1)} \subset \mathbb{R}$, then Lemma 10.3 yields $L_{r}^{(1)} \neq L_{r}^{(2)}$, which contradicts condition (3) of Theorem 1 in 7 . Consequently, the operator $\left.\operatorname{ad} B\right|_{L^{(1)}}$ has two complex and one real eigenvalue:

$$
\mathrm{Sp}^{(1)}=\{a \pm b i, c\}, \quad a, b, c \in \mathbb{R}, \quad b \neq 0 .
$$

We can choose vectors $y, z, w \in L^{(1)}$ in such a way that

$$
\begin{align*}
& L^{(1)}=\operatorname{span}(y, z, w) ;  \tag{2}\\
& \left.\operatorname{ad} B\right|_{\operatorname{span}(y, z, w)}=\left(\begin{array}{rrr}
a & b & 0 \\
-b & a & 0 \\
0 & 0 & c
\end{array}\right) . \tag{3}
\end{align*}
$$

We have

$$
\begin{equation*}
\mathbb{R} w=L^{(1)}(c)=L_{r}^{(1)}=L_{r}^{(2)} . \tag{4}
\end{equation*}
$$

The dimension of the space $L^{(2)} / L_{r}^{(2)}$ is even; thus, $\operatorname{dim} L^{(2)} / L_{r}^{(2)}=2$ or 0 . If $\operatorname{dim} L^{(2)} / L_{r}^{(2)}=2$, then $\operatorname{dim} L^{(2)}=3$, i.e., $L^{(2)}=L^{(1)}$, which contradicts to the nilpotency of $L^{(1)}$. Consequently, $L^{(2)}=L_{r}^{(2)}$. Taking into account (4), we obtain

$$
\mathbb{R} w=L^{(2)}
$$

Thus, all the brackets $[y, w],[z, w]$, and $[y, z]$ should have the form $k w$, $k \in \mathbb{R}$, and for at least one bracket, the coefficient $k$ should be nonzero. The relation $[y, w]=k w, k \neq 0$, is impossible, since the operator ad $y_{L^{(1)}}$
is nilpotent (which follows from solvability of the Lie algebra $L$ ). Similarly, the relation $[z, w]=k w, k \neq 0$, is also impossible. Thus,

$$
\begin{equation*}
[y, w]=[z, w]=0 \tag{5}
\end{equation*}
$$

and $[y, z]=k w, k \neq 0$. We denote the vector $k w$ by $w$ and obtain

$$
\begin{equation*}
[y, z]=w \tag{6}
\end{equation*}
$$

Further, $y, z \in L^{(1)}(a+b i)$ and $w \in L^{(1)}(c)$, thus, $w=[y, z] \in L^{(1)}(2 a)=$ $L^{(1)}(c)$; consequently,

$$
\begin{equation*}
c=2 a . \tag{7}
\end{equation*}
$$

Now we set $x=B$, take into account (2)-(7), and see that $L=L_{4}(\lambda)$, $\lambda=a+b i$. Necessity is proved.

Sufficiency follows from Theorem 4.1, statement (c).

### 4.4. Isomorphisms of controllable Lie algebras.

Theorem 4.3. Lie algebras $L_{4}\left(\lambda_{1}\right)$ and $L_{4}\left(\lambda_{2}\right), \lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash \mathbb{R}$, are isomorphic if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.

Proof. Necessity. By Lemma 10.2, $\left\{\lambda_{1}, \bar{\lambda}_{1}, 2 \operatorname{Re} \lambda_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}, 2 \operatorname{Re} \lambda_{2}\right\} ;$ thus, $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.

Sufficiency is proved exactly as in Theorem 3.3.

## 5. Five-dimensional Lie algebras

### 5.1. Construction of controllable Lie algebras.

Construction 5.1. The Lie algebra $L_{5, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 3.

$$
\begin{aligned}
& L_{5, I}(\lambda, \mu)=\operatorname{span}(x, y, z, u, v) \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v)}=\left(\begin{array}{rrrr}
a & b & 0 & 0 \\
-b & a & 0 & 0 \\
0 & 0 & c & d \\
0 & 0 & -d & c
\end{array}\right), \quad \lambda=a+b i, \quad \mu=c+d i .
\end{aligned}
$$

Construction 5.2. The Lie algebra $L_{5, I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 4.

$$
\begin{aligned}
& L_{5, I I}(\lambda)=\operatorname{span}(x, y, z, u, v) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v)}=\left(\begin{array}{rrrr}
a & b & 0 & 0 \\
-b & a & 0 & 0 \\
1 & 0 & a & b \\
0 & 1 & -b & a
\end{array}\right), \quad \lambda=a+b i .
\end{aligned}
$$

The circles around the eigenvalues $\lambda, \bar{\lambda}$ in Fig. 4 mean that they have algebraic multiplicity two. (Note that their geometric multiplicity is one.)


For an element $B$ of the Lie algebras $L_{5, I}(\lambda, \mu)$ or $L_{5, I I}(\lambda)$, we consider the following decomposition with respect to the base elements:

$$
B=B_{x} x+B_{y} y+B_{z} z+B_{u} u+B_{v} v
$$

### 5.2. Controllability conditions.

Theorem 5.1. Let $L=L_{5, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
(2') $A\left(B_{x} \lambda\right) \neq 0$ and $A\left(B_{x} \mu\right) \neq 0$, or
$\left(2^{\prime \prime}\right) \operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A\right)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 5.2. Let $L=L_{5, I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right) \operatorname{top}\left(A, B_{x} \lambda\right) \neq 0$, or
$\left(2^{\prime \prime}\right) \operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A\right)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Remark. The notation $\operatorname{top}\left(A, B_{x} \lambda\right) \neq 0$ in Theorem 5.2 (and in Theorem 6.5 below) means that the vector $A$ has a nonzero component in the higher order root space of the operator $\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}$ corresponding to its eigenvalue $B_{x} \lambda$, see Definition 2 in 7 .

Theorem 5.3. A five-dimensional solvable Lie algebra is controllable if and only if it is isomorphic to $L_{5, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$, or $L_{5, I I}(\lambda)$, $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

### 5.3. Proof of controllability conditions.

### 5.3.1. Lie algebra $L_{5, I}(\lambda, \mu)$ : Theorem 5.1.

Proof. Statement (b), (1) \& (2'). The Lie algebra $L=L_{5, I}(\lambda, \mu), \lambda, \mu \in$ $\mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$, is meta-Abelian. A controllability test for simply connected meta-Abelian Lie groups is provided by Theorem 3 in 7 . By this theorem, controllability of a system $\Gamma=A+\mathbb{R} B \subset L$ is equivalent to the following conditions:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{top}(A, a) \neq 0$ for all $a \in \mathrm{Sp}_{c}^{(1)}$;
the other three conditions of Theorem 3 in 7 are satisfied for $L=L_{5, I}(\lambda, \mu)$, $\lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$.

We have

$$
\mathrm{Sp}_{c}^{(1)}=\mathrm{Sp}^{(1)}=B_{x} \cdot\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\} .
$$

Each of the conditions $\operatorname{top}\left(A, B_{x} \lambda\right) \neq 0$ and $\operatorname{top}\left(A, B_{x} \bar{\lambda}\right) \neq 0$ is equivalent to the inequality $A\left(B_{x} \lambda\right) \neq 0$; similarly, each of the conditions top $\left(A, B_{x} \mu\right) \neq 0$ and $\operatorname{top}\left(A, B_{x} \bar{\mu}\right) \neq 0$ is equivalent to the relation $A\left(B_{x} \mu\right) \neq 0$.

The remainder of the proof: statement (b), (1) \& (2) and (1) \& ( $2^{\prime \prime}$ ), statement (c), and statement (a) follow as in Theorem 3.1.
5.3.2. Lie algebra $L_{5, I I}(\lambda)$ : Theorem 5.2.

Proof. The proof of this theorem is completely similar to that of Theorem 5.1.
5.3.3. Controllable Lie algebras: Theorem 5.3.

Proof. Necessity. Let $\Gamma=A+\mathbb{R} B \subset L$ be a controllable system in a solvable five-dimensional Lie algebra $L$.

Theorem 1 in 7 implies the following:

$$
\begin{align*}
& \operatorname{dim} L^{(1)}=4 ; \\
& B \notin L^{(1)} \\
& L_{r}^{(1)}=L_{r}^{(2)} \tag{8}
\end{align*}
$$

The operator ad $\left.B\right|_{L^{(1)}}$ has 4 eigenvalues. Now we consider their possible location in the complex plane and show that the controllability assumption leads necessarily to the cases indicated in this theorem: $L=L_{5, I}(\lambda, \mu)$, $\lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$, or $L=L_{5, I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$.
(a) Four real eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$. In this case,

$$
\mathrm{Sp}^{(1)}=\mathrm{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right) \subset \mathbb{R} ;
$$

this is impossible, since Lemma 10.3 gives $L_{r}^{(1)} \neq L_{r}^{(2)}$, a contradiction to (8).
(b) Two complex eigenvalues and two real eigenvalues of the operator $\left.\operatorname{ad} B\right|_{L^{(1)}}$. Now let

$$
\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}, c, d\}, \quad \lambda \in \mathbb{C} \backslash \mathbb{R}, \quad c, d \in \mathbb{R}
$$

We have the following decomposition of the derived subalgebra into invariant subspaces of the operator ad $B$ :

$$
\begin{equation*}
L^{(1)}=L^{(1)}(\lambda)+L^{(1)}(c)+L^{(1)}(d) \tag{9}
\end{equation*}
$$

If $c \neq d$, then the vector spaces $L^{(1)}(c)$ and $L^{(1)}(d)$ are one dimensional and form a direct sum; if $c=d$, then the space $L^{(1)}(c)=L^{(1)}(d)$ is two dimensional. In both cases, the space

$$
l=L^{(1)}(c)+L^{(1)}(d)
$$

is two dimensional.
We commute relation (9) with itself and obtain

$$
\begin{align*}
L^{(2)}= & {\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]+\left[L^{(1)}(\lambda), L^{(1)}(c)\right]+} \\
& +\left[L^{(1)}(\lambda), L^{(1)}(d)\right]+\left[L^{(1)}(c), L^{(1)}(d)\right] . \tag{10}
\end{align*}
$$

The space $l$ is a Lie algebra, since

$$
\left[L^{(1)}(c), L^{(1)}(d)\right] \subset L^{(1)}(c+d) \subset L_{r}^{(1)}=l
$$

The Lie algebra $l$ is nilpotent (as a subalgebra of the nilpotent Lie algebra $L^{(1)}$ ) and two dimensional; therefore, it is Abelian. Then for the summands of (10) we have

$$
\begin{aligned}
& {\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \subset L^{(1)}(2 \operatorname{Re} \lambda) \cap L_{r}^{(2)}} \\
& {\left[L^{(1)}(\lambda), L^{(1)}(c)\right] \subset L^{(1)}(\lambda+c) \cap L_{c}^{(2)}} \\
& {\left[L^{(1)}(\lambda), L^{(1)}(d)\right] \subset L^{(1)}(\lambda+d) \cap L_{c}^{(2)}} \\
& {\left[L^{(1)}(c), L^{(1)}(d)\right]=0}
\end{aligned}
$$

Therefore, all the spaces $\left[L^{(1)}(\lambda), L^{(1)}(c)\right], \quad\left[L^{(1)}(\lambda), L^{(1)}(d)\right]$, and $\left[L^{(1)}(c), L^{(1)}(c)\right]$ have zero intersection with $L_{r}^{(2)}$, and $L_{r}^{(2)}=$ $\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]$; thus

$$
\operatorname{dim} L_{r}^{(2)}=\operatorname{dim}\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \leq 1
$$

which contradicts to $L_{r}^{(2)}=L_{r}^{(1)}=l$ and $\operatorname{dim} l=2$. Case (b) is impossible.
(c) Four distinct complex eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$. Now let

$$
\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}, \quad \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \quad \lambda \neq \mu, \bar{\mu}
$$

Denote $\lambda=a+b i$ and $\mu=c+d i, b, d \neq 0$.
Choose a basis $y, z, u, v$ in $L^{(1)}$ in which the adjoint operator has the matrix

$$
\left.\operatorname{ad} B\right|_{\operatorname{span}(y, z, u, v)}=\left(\begin{array}{rrrr}
a & b & 0 & 0 \\
-b & a & 0 & 0 \\
0 & 0 & c & d \\
0 & 0 & -d & c
\end{array}\right) .
$$

Now it remains to prove that the Lie algebra $L^{(1)}$ is Abelian and to set $x=B$ : then $L=L_{5, I}(\lambda, \mu)$.

In order to prove that $L^{(1)}$ is Abelian, we consider its complexification

$$
L_{c}^{(1)}=L_{c}^{(1)}(\lambda) \oplus L_{c}^{(1)}(\bar{\lambda}) \oplus L_{c}^{(1)}(\mu) \oplus L_{c}^{(1)}(\bar{\mu})
$$

and the corresponding basis

$$
\begin{aligned}
& L_{c}^{(1)}=\operatorname{span}\left(e_{\lambda}, e_{\bar{\lambda}}, e_{\mu}, e_{\bar{\mu}}\right) \\
& L_{c}^{(1)}(\lambda)=\mathbb{C} e_{\lambda}, L_{c}^{(1)}(\bar{\lambda})=\mathbb{C} e_{\bar{\lambda}}, L_{c}^{(1)}(\mu)=\mathbb{C} e_{\mu}, L_{c}^{(1)}(\bar{\mu})=\mathbb{C} e_{\bar{\mu}}, \\
& \overline{e_{\lambda}}=e_{\bar{\lambda}}, \quad \overline{e_{\mu}}=e_{\bar{\mu}}
\end{aligned}
$$

We show that $L_{c}^{(1)}$ is Abelian. We have

$$
\begin{aligned}
& {\left[e_{\lambda}, e_{\bar{\lambda}}\right] \in L_{c}^{(1)}(\lambda+\bar{\lambda})=L_{c}^{(1)}(2 \operatorname{Re} \lambda)=\{0\}} \\
& {\left[e_{\mu}, e_{\bar{\mu}}\right] \in L_{c}^{(1)}(\mu+\bar{\mu})=L_{c}^{(1)}(2 \operatorname{Re} \mu)=\{0\}}
\end{aligned}
$$

consequently,

$$
\left[e_{\lambda}, e_{\bar{\lambda}}\right]=\left[e_{\mu}, e_{\bar{\mu}}\right]=0
$$

Further,

$$
\begin{aligned}
& {\left[e_{\lambda}, e_{\mu}\right] \in L_{c}^{(1)}(\lambda+\mu) ;} \\
& {\left[e_{\lambda}, e_{\bar{\mu}}\right] \in L_{c}^{(1)}(\lambda+\bar{\mu}) .}
\end{aligned}
$$

The eigenspace $L_{c}^{(1)}(\lambda+\mu) \neq\{0\}$ iff $\lambda+\mu$ equals one of the eigenvalues $\lambda$, $\bar{\lambda}, \mu$, and $\bar{\mu}$. But $\lambda+\mu \neq \lambda, \mu$, since $\mu, \lambda \neq 0$, respectively. Further,

$$
\begin{aligned}
& \lambda+\mu=\bar{\lambda} \Leftrightarrow \mu=\bar{\lambda}-\lambda=-2 b i \\
& \lambda+\mu=\bar{\mu} \Leftrightarrow \lambda=\bar{\mu}-\mu=-2 d i
\end{aligned}
$$

Consequently,

$$
L_{c}^{(1)}(\lambda+\mu) \neq\{0\} \Leftrightarrow \text { either } \mu=-2 b i \text { or } \lambda=-2 d i .
$$

Similarly,

$$
L_{c}^{(1)}(\lambda+\bar{\mu}) \neq\{0\} \Leftrightarrow \quad \text { either } \mu=2 b i \text { or } \lambda=2 d i
$$

Consider the case $\mu=-2 b i$ (the other three cases, $\lambda=-2 d i, \mu=2 b i$, and $\lambda=2 d i$, are considered similarly). We have

$$
\begin{aligned}
& {\left[e_{\lambda}, e_{\mu}\right] \in L_{c}^{(2)}(\lambda+\mu)=L_{c}^{(1)}(\bar{\lambda})=\mathbb{C} e_{\bar{\lambda}}} \\
& {\left[e_{\lambda}, e_{\bar{\mu}}\right] \in L_{c}^{(2)}(\lambda+\bar{\mu})=\{0\}} \\
& {\left[e_{\bar{\lambda}}, e_{\mu}\right] \in L_{c}^{(2)}(\bar{\lambda}+\mu)=\{0\}} \\
& {\left[e_{\bar{\lambda}}, e_{\bar{\mu}}\right] \in L_{c}^{(2)}(\bar{\lambda}+\bar{\mu})=L_{c}^{(1)}(\lambda)=\mathbb{C} e_{\lambda}}
\end{aligned}
$$

hence,

$$
\begin{aligned}
& {\left[e_{\lambda}, e_{\mu}\right]=k e_{\bar{\lambda}}, \quad k \in \mathbb{C}} \\
& {\left[e_{\bar{\lambda}}, e_{\bar{\mu}}\right]=\bar{k} e_{\lambda}}
\end{aligned}
$$

Suppose that $k \neq 0$. Then

$$
\begin{aligned}
& {\left[-(1 / k) e_{\mu}, e_{\lambda}\right]=e_{\bar{\lambda}}} \\
& {\left[-(1 / \bar{k}) e_{\bar{\mu}}, e_{\bar{\lambda}}\right]=e_{\lambda}}
\end{aligned}
$$

thus,

$$
\left[-(1 / k) e_{\mu}-(1 / \bar{k}) e_{\bar{\mu}}, e_{\lambda}+e_{\bar{\lambda}}\right]=e_{\lambda}+e_{\bar{\lambda}}
$$

i.e., $e_{\lambda}+e_{\bar{\lambda}}$ is an eigenvector of the operator $\left.\operatorname{ad}\left(-(1 / k) e_{\mu}-(1 / \bar{k}) e_{\bar{\mu}}\right)\right|_{L^{(1)}}$ with the eigenvalue 1. But this operator is nilpotent, since $L$ is solvable. The contradiction shows that $k=0$. The Lie algebra $L_{c}^{(1)}$ is Abelian; thus, $L^{(1)}$ is Abelian as well.

We set $x=B$ and obtain $L=L_{5, I}(\lambda, \mu)$ in case (c).
(d) Two complex eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$. Finally, let

$$
\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}\}, \quad \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

Choose a basis

$$
\begin{equation*}
\left\{e_{\lambda}^{1}, e_{\lambda}^{2}, e_{\bar{\lambda}}^{1}, e_{\bar{\lambda}}^{2}\right\} \tag{11}
\end{equation*}
$$

in $L_{c}^{(1)}$ such that

$$
\begin{align*}
& \left.\operatorname{ad}_{\epsilon} B\right|_{\operatorname{span}\left(e_{\lambda}^{1}, e_{\lambda}^{2}, e_{\bar{\lambda}}^{1}, e_{\bar{\lambda}}^{2}\right)}=\left(\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
\varepsilon & \lambda & 0 & 0 \\
0 & 0 & \bar{\lambda} & 0 \\
0 & 0 & \varepsilon & \bar{\lambda}
\end{array}\right),  \tag{12}\\
& \varepsilon=0 \text { or } 1, \\
& \overline{e_{\lambda}^{1}}=e_{\bar{\lambda}}^{1}, \quad \overline{e_{\lambda}^{2}}=e_{\bar{\lambda}}^{2} . \tag{13}
\end{align*}
$$

In order to show that $L_{c}^{(1)}$ is Abelian, we prove that all brackets for the base elements (11) are zero. First,

$$
\left[e_{\lambda}^{1}, e_{\lambda}^{2}\right] \in L_{c}^{(1)}(2 \lambda)=\{0\} \quad \Rightarrow \quad\left[e_{\lambda}^{1}, e_{\lambda}^{2}\right]=0
$$

Taking into account (13), we obtain

$$
\left[e_{\bar{\lambda}}^{1}, e_{\bar{\lambda}}^{2}\right]=0
$$

Similarly,

$$
\left[e_{\lambda}^{1}, e_{\bar{\lambda}}^{1}\right]=\left[e_{\lambda}^{2}, e_{\bar{\lambda}}^{2}\right]=0
$$

Thus, the Lie algebra $L_{c}^{(1)}$ is Abelian, as well as $L^{(1)}$.
(d.1) Consider first the case where the operator ad $\left.B\right|_{L^{(1)}}$ is diagonalizable over $\mathbb{C}$, i.e., $\varepsilon=0$ in (12). By the Abelian property of $L^{(1)}$, we have $L^{(2)}=\{0\}$; thus, $L^{(1)} / L^{(2)}=L^{(1)}$, and the quotient operator $\widehat{\operatorname{ad} B}$ : $L^{(1)} / L^{(2)} \rightarrow L^{(1)} / L^{(2)}$ has geometric multiplicity 2. That is, $\mathrm{j}(\lambda)=2$ (see Definition 1 in 7). But this contradicts condition (6) of Theorem 1 in 7 : $\mathrm{j}(a) \leq 1$ for all $a \in \mathrm{Sp}^{(1)}$. This contradiction implies that case (d.1) is impossible.
(d.2) Therefore, the matrix of the operator $\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}$ should have Jordan blocks, i.e., $\varepsilon=1$ in (12). We can find a real basis $\{y, z, u, v\}$ in $L^{(1)}$ that corresponds to the complex basis (11) in which the operator ad $\left.B\right|_{L^{(1)}}$ has the matrix

$$
\left.\operatorname{ad} B\right|_{\operatorname{span}(y, z, u, v)}=\left(\begin{array}{rrrr}
a & b & 0 & 0 \\
-b & a & 0 & 0 \\
1 & 0 & a & b \\
0 & 1 & -b & a
\end{array}\right) .
$$

Now we set $x=B$ and obtain $L=L_{5, I I}(\lambda)$ in case (d.2). The proof of necessity in Theorem 5.3 is complete.

Sufficiency follows from Theorems 5.1, 5.2, (c).

### 5.4. Isomorphisms of controllable Lie algebras.

Theorem 5.4. Any two Lie algebras $L_{5, I}\left(\lambda_{1}, \mu_{1}\right), \lambda_{1}, \mu_{1} \in \mathbb{C} \backslash \mathbb{R}, \lambda_{1} \neq$ $\mu_{1}, \bar{\mu}_{1}$, and $L_{5, I I}\left(\lambda_{2}\right), \lambda_{2} \in \mathbb{C} \backslash \mathbb{R}$, are nonisomorphic. All isomorphisms inside these classes are as follows:
(1) $L_{5, I}\left(\lambda_{1}, \mu_{1}\right) \simeq L_{5, I}\left(\lambda_{2}, \mu_{2}\right), \lambda_{i}, \mu_{i} \in \mathbb{C} \backslash \mathbb{R}, \lambda_{i} \neq \mu_{i}, \bar{\mu}_{i}, i=1,2$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1} \mu_{1}, \bar{\mu}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2} \mu_{2}, \bar{\mu}_{2}\right\}$;
(2) $L_{5, I I}\left(\lambda_{1}\right) \simeq L_{5, I I}\left(\lambda_{2}\right), \lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash \mathbb{R}$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim$ $\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.

Proof. Lie algebras $L_{5, I}\left(\lambda_{1}, \mu_{1}\right)$ and $L_{5, I I}\left(\lambda_{2}\right)$ are nonisomorphic, since the corresponding sets $\left\{\lambda_{1}, \bar{\lambda}_{1} \mu_{1}, \bar{\mu}_{1}\right\}$ and $\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$ cannot be homothetic.

Statements (1) and (2) are proved exactly as in Theorem 4.3.

## 6. Six-dimensional Lie algebras

### 6.1. Construction of controllable Lie algebras.

Construction 6.1. The Lie algebra $L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R} ;$ see Fig. 5 .

$$
\begin{aligned}
& L_{6, I}(\lambda, \mu)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrcc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
0 & 0 & c & d & 0 \\
0 & 0 & -d & c & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right) ; \\
& \lambda=a+b i, \mu=c+d i ; \\
& {[y, z]=w .}
\end{aligned}
$$

Construction 6.2. The Lie algebra $L_{6, I I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda=$ Re $\mu$; see Fig. 6.

$$
\begin{aligned}
& L_{6, I I}(\lambda, \mu)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrrc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
0 & 0 & a & d & 0 \\
0 & 0 & -d & a & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right) ; \\
& \lambda=a+b i, \mu=a+d i ; \\
& {[y, z]=w, \quad[u, v]=w .}
\end{aligned}
$$

Construction 6.3. The Lie algebra $L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 7.

$$
\begin{aligned}
& L_{6, I I I}(\lambda)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrrc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
0 & 0 & 3 a & b & 0 \\
0 & 0 & -b & 3 a & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right) ; \\
& \lambda=a+b i ; \\
& {[y, z]=w, \quad[w, y]=u, \quad[w, z]=v .}
\end{aligned}
$$

Construction 6.4. The Lie algebra $L_{6, I V}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$; see Fig. 8.

$$
\begin{aligned}
& L_{6, I V}(\lambda)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rcccc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
0 & 0 & -a & b & 0 \\
0 & 0 & -b & -a & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \\
& \lambda=a+b i ; \\
& {[y, v]=-[z, u]=w .}
\end{aligned}
$$

Construction 6.5. The Lie algebra $L_{6, V}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 9.

$$
\begin{aligned}
& L_{6, V}(\lambda)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rcrcc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
1 & 0 & a & b & 0 \\
0 & 1 & -b & a & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right) ; \\
& \lambda=a+b i \\
& {[y, z]=w .}
\end{aligned}
$$

Construction 6.6. The Lie algebra $L_{6, V I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 9.

$$
\begin{aligned}
& L_{6, V I}(\lambda)=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrrc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
1 & 0 & a & b & 0 \\
0 & 1 & -b & a & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right) ; \\
& \lambda=a+b i ; \\
& {[y, u]=[z, v]=w .}
\end{aligned}
$$

Construction 6.7. The Lie algebra $L_{6, V I I}$; see Fig. 10.

$$
\begin{aligned}
& L_{6, V I I}=\operatorname{span}(x, y, z, u, v, w) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrrr}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) ; \\
& {[y, z]=w, \quad[w, y]=-v, \quad[w, z]=u}
\end{aligned}
$$

Construction 6.8. The Lie algebra $L_{6, V I I I}$; see Fig. 10.

$$
\begin{aligned}
& L_{6, V I I I}=\operatorname{span}(x, y, z, u, v, w) \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, w)}=\left(\begin{array}{rrrrr}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) ; \\
& {[y, z]=w, \quad[w, y]=v, \quad[w, z]=-u}
\end{aligned}
$$



Fig. 5. $L_{6, I}(\lambda, \mu), \operatorname{Re} \lambda=a$.


Fig. 6. $L_{6, I I}(\lambda, \mu), \operatorname{Re} \lambda=\operatorname{Re} \mu=a$.


Fig. 7. $L_{6, I I I}(\lambda), \lambda=a+b i$.


Fig. 9. $L_{6, V}(\lambda), L_{6, V I}(\lambda), \operatorname{Re} \lambda=a$.


Fig. 10. $L_{6, V I I}, L_{6, V I I I}$.

In the sequel, we consider the following decomposition for a vector $B$ in any of the Lie algebras $L_{6, I^{-}} L_{6, V I I I}$ :

$$
B=B_{x} x+B_{y} y+B_{z} z+B_{u} u+B_{v} v+B_{w} w .
$$

### 6.2. Controllability conditions.

Theorem 6.1. Let $L=L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right) A\left(B_{x} \lambda\right) \neq 0$ and $A\left(B_{x} \mu\right) \neq 0$, or
(2") $\operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A, w\right)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.2. Let $L=L_{6, I I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda=\operatorname{Re} \mu, \lambda \neq \mu, \bar{\mu}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
(2') $A\left(B_{x} \lambda\right) \neq 0$ and $A\left(B_{x} \mu\right) \neq 0$, or
$\left(2^{\prime \prime}\right) \operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A, w\right)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.3. Let $L=L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
(2') $\operatorname{span}(B, A,(\operatorname{ad} B) A, w, u, v)=L$, or
$\left(2^{\prime \prime}\right) A\left(B_{x} \lambda\right) \neq 0($ if $\operatorname{Re} \lambda \neq 0)$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.4. Let $L=L_{6, I V}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
(2') $A\left(B_{x} \lambda\right) \neq 0$ and $A\left(-B_{x} \lambda\right) \neq 0$, or
$\left(2^{\prime \prime}\right) \operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A, w\right)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.5. $\operatorname{Let} L=L_{6, V}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$, or $L=L_{6, V I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right) \operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A, w\right)=L$, or
$\left(2^{\prime \prime}\right) \operatorname{top}\left(A, B_{x} \lambda\right) \neq 0($ if $\operatorname{Re} \lambda \neq 0)$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.6. Let $L=L_{6, V I I}$ or $L=L_{6, V I I I}$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$, or
$\left(2^{\prime}\right) \operatorname{span}(B, A,(\operatorname{ad} B) A, w, u, v)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Theorem 6.7. A six-dimensional solvable Lie algebra $L$ is controllable if and only if it is isomorphic to one of the following Lie algebras:
(1) $L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$;
(2) $L_{6, I I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda=\operatorname{Re} \mu, \lambda \neq \mu, \bar{\mu}$;
(3) $L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$;
(4) $L_{6, I V}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$;
(5) $L_{6, V}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$;
(6) $L_{6, V I}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$;
(7) $L_{6, V I I}$;
(8) $L_{6, V I I I}$.

### 6.3. Proof of controllability conditions.

6.3.1. Lie algebra $L_{6, I}(\lambda, \mu)$ : Theorem 6.1.

Proof. Statement (b), (1) \& (2'). Necessity. By Lemma 10.2, we have $\mathrm{Sp}^{(1)}=B_{x} \cdot\{\lambda, \bar{\lambda}, \mu, \bar{\mu}, 2 a\}, \mathrm{Sp}^{(2)}=B_{x} \cdot\{2 a\}$, and the statement follows directly from items (2) and (5) of Corollary 1 in 7.

Sufficiency. If Re $\lambda \neq 0$, then the operator ad $\left.B\right|_{L^{(1)}}$ has no N-pairs of real eigenvalues (see Definition 3 in 7). Then controllability of $\Gamma$ follows
from Theorem 2 in 7. Indeed, conditions (1) and (2) of this theorem are obviously satisfied. Condition (3):

$$
L_{r}^{(1)}=L^{(1)}\left(B_{x} \cdot 2 a\right)=\mathbb{R} w, \quad \text { and } \quad L_{r}^{(2)}=L^{(2)}\left(B_{x} \cdot 2 a\right)=\mathbb{R} w
$$

Condition (4): the complex spectrum

$$
\mathrm{Sp}_{c}^{(1)}=B_{x} \cdot\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}
$$

is simple; thus, all eigenspaces $L_{c}(a), a \in \mathrm{Sp}_{c}^{(1)}$, are one-dimensional. Condition (5):

$$
\operatorname{top}\left(A, B_{x} \lambda\right)=A\left(B_{x} \lambda\right) \text { and } \operatorname{top}\left(A, B_{x} \mu\right)=A\left(B_{x} \mu\right)
$$

since both eigenvalues $B_{x} \lambda$ and $B_{x} \mu$ are simple. Condition (6): the only pair of real (coinciding) eigenvalues, $B_{x} \cdot 2 a=B_{x} \cdot 2 a$, is not an N-pair. All hypotheses (1)-(6) of Theorem 2 in 7 are satisfied; thus, the system $\Gamma$ is controllable.

Consider the case $\operatorname{Re} \lambda=a=0$. Now we show that the following assertions hold:
(1) $\operatorname{Lie}(A, B)=L$;
(2) there does not exist a codimension one subalgebra of $L$ that contains the element $B$.

Then the system $\Gamma$ is controllable by Proposition 1.
Statement (1). We have

$$
L=L_{6, I}(\lambda, \mu)=\operatorname{span}(B, y, z, u, v, w)
$$

see Construction 6.1. The line $\mathbb{R} w$ is an ideal in $L$. Consider the quotient Lie algebra

$$
\begin{equation*}
\tilde{L}=L / \mathbb{R} w=\operatorname{span}(\tilde{B}, \tilde{y}, \tilde{z}, \tilde{u}, \tilde{v}) \tag{14}
\end{equation*}
$$

The derived subalgebra is

$$
\tilde{L}^{(1)}=[\tilde{L}, \tilde{L}]=\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{u}, \tilde{v})
$$

and the operator ad has the matrix

$$
\left.\operatorname{ad} \tilde{B}\right|_{\tilde{L}(1)}=\left(\begin{array}{rrrr}
0 & b & 0 & 0 \\
-b & 0 & 0 & 0 \\
0 & 0 & c & d \\
0 & 0 & -d & c
\end{array}\right)
$$

thus, the spectrum

$$
\operatorname{Sp}\left(\left.\operatorname{ad} \tilde{B}\right|_{\tilde{L}^{(1)}}\right)=B_{x} \cdot\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}
$$

is simple. Moreover,

$$
\begin{equation*}
A\left(B_{x} \lambda\right) \neq 0, \quad A\left(B_{x} \mu\right) \neq 0 \quad \Leftrightarrow \quad \tilde{A}\left(B_{x} \lambda\right) \neq 0, \tilde{A}\left(B_{x} \mu\right) \neq 0 . \tag{15}
\end{equation*}
$$

By Lemma 10.4, we have

$$
\begin{equation*}
\operatorname{span}\left(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A},(\operatorname{ad} \tilde{B})^{2} \tilde{A},(\operatorname{ad} \tilde{B})^{3} \tilde{A}\right)=\tilde{L} \tag{16}
\end{equation*}
$$

This means that the image of the space

$$
l=\operatorname{span}\left(B, A,(\operatorname{ad} B) A,(\operatorname{ad} B)^{2} A,(\operatorname{ad} B)^{3} A\right) \subset L
$$

under the canonical projection $L \rightarrow \tilde{L}$ is the whole quotient Lie algebra $\tilde{L}$. Thus, $\operatorname{dim} l=5$; then the space $l$ contains vectors of the form

$$
y_{1}=y+\alpha w \text { and } z_{1}=z+\beta w, \quad \alpha, \beta \in \mathbb{R} .
$$

Then

$$
w=[y, z]=\left[y_{1}, z_{1}\right] \in \operatorname{Lie}(l) ;
$$

thus, $\operatorname{Lie}(l)=L$. Consequently,

$$
\operatorname{Lie}(A, B)=\operatorname{Lie}(l)=L ;
$$

the proof of statement (1) is complete.
Statement (2). On the contrary, we suppose that there exists a subalgebra $l$ such that

$$
\begin{equation*}
l \subset L, \quad \operatorname{dim} l=\operatorname{dim} L-1 \text { and } B \in l . \tag{17}
\end{equation*}
$$

The set

$$
\Pi=\left\{C \in L \mid C\left(B_{x} \lambda\right)=0 \text { or } C\left(B_{x} \mu\right)=0\right\}
$$

is a union of two 4 -dimensional spaces, and it can not contain the 5 dimensional space $l$ :

$$
l \not \subset \Pi .
$$

Therefore, there exists a vector $C \in l \backslash \Pi$ such that

$$
C \in l, \quad C\left(B_{x} \lambda\right) \neq 0 \text { and } C\left(B_{x} \mu\right) \neq 0 .
$$

By statement (1),

$$
\operatorname{Lie}(C, B)=L
$$

But $l \supset \operatorname{Lie}(C, B)$; thus,

$$
l=L .
$$

The contradiction to (17) proves statement (2).
Now statements (1), (2), and Proposition 1 imply controllability of the system $\Gamma=A+\mathbb{R} B$. This completes the proof of sufficiency.

Statement (b), (1) \& (2). We prove that (2) $\Leftrightarrow\left(2^{\prime}\right)$ under condition (1).
(2) $\Rightarrow\left(2^{\prime}\right)$. Let $\operatorname{Lie}(A, B)=L$, and let condition $\left(2^{\prime}\right)$ be violated. For definiteness, let $A\left(B_{x} \lambda\right)=0$. Then $\mathrm{j}\left(B_{x} \lambda\right)=1$ and $\operatorname{top}\left(A, B_{x} \lambda\right)=0$. Lemma 3.5 in 7 yields $\operatorname{Lie}(A, B) \neq L$; a contradiction.
$(2) \Leftarrow\left(2^{\prime}\right)$. If $\operatorname{Lie}(A, B) \neq L$, then the system $\Gamma=A+\mathbb{R} B$ is not controllable by the rank condition, and condition ( $2^{\prime}$ ) is violated.

Statement (b), (1) \& ( $\left.2^{\prime \prime}\right)$. We prove that $\left(2^{\prime}\right) \Leftrightarrow\left(2^{\prime \prime}\right)$ under condition (1). As above, consider the quotient lie algebra (14). In view of (15), condition ( $2^{\prime}$ ) is equivalent to (16), which, in turn, is equivalent to $\left(2^{\prime \prime}\right)$.

Statement (c) easily follows from statement (b), (1) \& (2').
Statement (a) follows from statement (c) and Lemma 10.5.
Theorem 6.1 is proved.

### 6.3.2. Lie algebra $L_{6, I I}(\lambda, \mu)$ : Theorem 6.2.

Proof. The proof is completely similar to that of Theorem 6.1.

### 6.3.3. Lie algebra $L_{6, I I I}(\lambda)$ : Theorem 6.3.

Proof. Case 1: $\operatorname{Re} \lambda \neq 0$.
Statement (b), (1) \& ( $2^{\prime \prime}$ ). Necessity follows directly from items (2) and (5) of Corollary 1 in 7 , since $\mathrm{Sp}^{(1)}=B_{x} \cdot\{\lambda, \bar{\lambda}, \mu, \bar{\mu}, 2 a\}$ and $\mathrm{Sp}^{(2)}=$ $B_{x} \cdot\{\mu, \bar{\mu}, 2 a\}$; see Lemma 10.2.

Sufficiency. In the generic case $A\left(B_{x} \mu\right) \neq 0$, controllability follows directly from Theorem 2 in 7 . Indeed, conditions (1), (2), (4)-(6) of this theorem are obviously satisfied. Consider condition (3). We have

$$
\operatorname{Sp}_{r}^{(1)}=\operatorname{Sp}_{r}^{(2)}=\left\{B_{x} \cdot 2 a\right\} ;
$$

thus,

$$
L_{r}^{(1)}=L^{(1)}\left(B_{x} \cdot 2 a\right) \text { and } L_{r}^{(2)}=L^{(2)}\left(B_{x} \cdot 2 a\right)
$$

Further,

$$
L^{(2)}\left(B_{x} \cdot 2 a\right) \subset L^{(1)}\left(B_{x} \cdot 2 a\right)
$$

Moreover, the eigenvalue $B_{x} \cdot 2 a$ is simple; thus,

$$
\operatorname{dim} L^{(2)}\left(B_{x} \cdot 2 a\right)=\operatorname{dim} L^{(1)}\left(B_{x} \cdot 2 a\right)=1
$$

Consequently,

$$
L^{(2)}\left(B_{x} \cdot 2 a\right)=L^{(1)}\left(B_{x} \cdot 2 a\right)
$$

and

$$
L_{r}^{(2)}=L_{r}^{(1)}
$$

By Theorem 2 in 7, the system $\Gamma$ is controllable.
In the case $A\left(B_{x} \mu\right)=0$, we have to slightly modify the proof of this theorem. By Lemma 4.2 in 7, we obtain

$$
\begin{equation*}
L^{(1)}\left(B_{x} \lambda\right) \subset \operatorname{LS}(\Gamma) \tag{18}
\end{equation*}
$$

We can choose a basis in the space $L^{(1)}\left(B_{x} \lambda\right)$ of the form

$$
\begin{array}{ll}
y^{1}=y+y_{u}^{1} u+y_{v}^{1} v+y_{w}^{1} w, & y_{u}^{1}, y_{v}^{1}, y_{w}^{1} \in \mathbb{R} \\
z^{1}=z+z_{u}^{1} u+z_{v}^{1} v+z_{w}^{1} w, & z_{u}^{1}, z_{v}^{1}, z_{w}^{1} \in \mathbb{R} \tag{20}
\end{array}
$$

Since

$$
\operatorname{span}\left(y^{1}, z^{1}\right)=L^{(1)}\left(B_{x} \lambda\right) \subset \operatorname{LS}(\Gamma)
$$

we have

$$
\begin{equation*}
\pm\left[y^{1}, z^{1}\right]= \pm w^{1}= \pm\left(w+w_{u}^{1} u+w_{v}^{1} v\right) \in \operatorname{LS}(\Gamma) \tag{21}
\end{equation*}
$$

Using a linear combination of (19), (20), and (21), we obtain

$$
\begin{aligned}
& y^{2}=y+y_{u}^{2} u+y_{v}^{2} v, \quad y_{u}^{2}, y_{v}^{2} \in \mathbb{R} ; \\
& z^{2}=z+z_{u}^{2} u+z_{v}^{2} v, \quad z_{u}^{2}, \quad z_{v}^{2} \in \mathbb{R} ; \\
& \operatorname{span}\left(y^{2}, z^{2}\right) \subset \operatorname{LS}(\Gamma) .
\end{aligned}
$$

Therefore,

$$
\pm w= \pm\left[y^{2}, z^{2}\right] \in \operatorname{LS}(\Gamma)
$$

Then

$$
\begin{aligned}
& \pm\left[w, y^{2}\right]= \pm[w, y]= \pm u \in \operatorname{LS}(\Gamma) \\
& \pm\left[w, z^{2}\right]= \pm[w, z]= \pm v \in \operatorname{LS}(\Gamma)
\end{aligned}
$$

Therefore, we have

$$
L^{(1)}=\operatorname{span}(y, z, u, v, w) \subset \operatorname{LS}(\Gamma)
$$

Since $B \notin L^{(1)}$, we have $\operatorname{LS}(\Gamma)=L$, and the system $\Gamma$ is controllable (see 4 or controllability condition (15) in 7 ).

Statement (b), (1) \& (2 $2^{\prime}$. The space $I=\operatorname{span}(u, v)$ is an ideal in $L$. Consider the quotient Lie algebra

$$
\tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{w}) \simeq L_{4}(\lambda)
$$

In view of Theorem 4.1, we obtain the following chain:

$$
\left(2^{\prime \prime}\right) \Leftrightarrow \tilde{A}\left(B_{x} \lambda\right) \neq 0 \Leftrightarrow \operatorname{span}(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A}, \tilde{w})=\tilde{L} \Leftrightarrow\left(2^{\prime}\right)
$$

The remainder of the proof: statement (b), (1) \& (2), statement (c), and statement (a), follow exactly as in the proof of Theorem 6.1.

Case 2: $\operatorname{Re} \lambda=0$.
Statement (a). On the contrary, assume that the Lie algebra $L=$ $L_{6, I I I}(b i), b \in \mathbb{R} \backslash\{0\}$, contains a codimension one subalgebra $l \neq L^{(1)}$.

The space $I=\operatorname{span}(u, v)$ is an ideal in $L$; therefore, we can consider the quotient Lie algebra

$$
\begin{align*}
& \tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{w})  \tag{22}\\
& \left.\operatorname{ad} \tilde{x}\right|_{\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{w})}=\left(\begin{array}{rrr}
0 & b & 0 \\
-b & 0 & 0 \\
0 & 0 & 0
\end{array}\right),  \tag{23}\\
& {[\tilde{y}, \tilde{z}]=\tilde{w}} \tag{24}
\end{align*}
$$

and the corresponding image

$$
\tilde{l} \subset \tilde{L}
$$

of the Lie algebra $l$. It is easy to see that $\operatorname{dim} \tilde{l}$ can be equal to 3 or 4.
(1) $\operatorname{dim} \tilde{l}=4$. Then $\tilde{l}=\tilde{L}$; thus, the Lie algebra $l$ contains elements of the form

$$
\begin{align*}
& f^{1}=x+f_{u}^{1} u+f_{v}^{1} v, \quad f_{u}^{1}, f_{v}^{1} \in \mathbb{R}  \tag{25}\\
& f^{2}=y+f_{u}^{2} u+f_{v}^{2} v, \quad f_{u}^{2}, f_{v}^{2} \in \mathbb{R} ;  \tag{26}\\
& f^{3}=z+f_{u}^{3} u+f_{v}^{3} v, \quad f_{u}^{3}, f_{v}^{3} \in \mathbb{R} ;  \tag{27}\\
& f^{4}=w+f_{u}^{4} u+f_{v}^{4} v, \quad f_{u}^{4}, f_{v}^{4} \in \mathbb{R} \tag{28}
\end{align*}
$$

We have $\left[f^{2}, f^{3}\right]=w \in l$. Further, $\left[f^{2}, w\right]=-u \in l$ and $\left[f^{3}, w\right]=-v \in l$. Since vectors (25)-(28) belong to $l$, we see that $x, y, z, w \in l$. We have $l=L$, a contradiction.
(2) $\operatorname{dim} \tilde{l}=3$. In view of (22)-(24), the Lie algebra $\tilde{L}$ is isomorphic to the Lie algebra $L_{4}(b i)$, see Construction 4.1. Since $\tilde{l}$ is a codimension one subalgebra of $\tilde{L}$, Theorem 4.1 yields

$$
\tilde{l}=\tilde{L}^{(1)}=\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{w})
$$

Therefore, the Lie algebra $l$ contains elements of the form

$$
\begin{array}{ll}
f^{1}=y+f_{u}^{1} u+f_{v}^{1} v, & f_{u}^{1}, f_{v}^{1} \in \mathbb{R} \\
f^{2}=z+f_{u}^{2} u+f_{v}^{2} v, & f_{u}^{2}, f_{v}^{2} \in \mathbb{R} .
\end{array}
$$

Then $\left[f^{1}, f^{2}\right]=w \in l,\left[f^{1}, w\right]=-u \in l$, and $\left[f^{2}, w\right]=-v \in l$. Thus, $l=L^{(1)}$, a contradiction.

Statement (b), (1) \& (2), follows from Proposition 1 and (a).
Statement (b), (1) \& (2'). We prove that $(2) \Leftrightarrow\left(2^{\prime}\right)$ under condition (1). Consider the quotient Lie algebra (22). In view of Theorem 4.1, it is easy to see that

$$
(2) \Leftrightarrow \operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L} \Leftrightarrow \operatorname{span}(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A}, \tilde{w})=\tilde{L} \Leftrightarrow\left(2^{\prime}\right)
$$

Statement (c) follows from statement (b), (1) \& (2').
6.3.4. Lie algebra $L_{6, I V}(\lambda)$ : Theorem 6.4.

Proof. Statement (b), (1) \& (2'). Necessity follows from items (2) and (5) of Corollary 1 in 7 , since

$$
\mathrm{Sp}^{(1)} \backslash \mathrm{Sp}^{(2)}=B_{x} \cdot\{ \pm \lambda, \pm \bar{\lambda}\} .
$$

Sufficiency follows exactly as in the proof of Theorem 6.1 for the case $\operatorname{Re} \lambda=0$ : one should just replace the Lie algebra $L_{6, I}(\lambda, \mu)$, the eigenvalue $\mu$, and Construction 6.1, respectively, by the Lie algebra $L_{6, I V}(\lambda)$, the eigenvalue $-\lambda$, and Construction 6.4.

The remainder of the proof: statement (b), (1) \& (2) and (1) \& (2"), statement (c), and statement (a) follow exactly as in the proof of Theorem 6.1.
6.3.5. Lie algebras $L_{6, V}(\lambda)$ and $L_{6, V I}(\lambda)$ : Theorem 6.5.

Proof. Case 1: $\operatorname{Re} \lambda \neq 0$.
Statement (b), (1) \& (2 $2^{\prime \prime}$ ). Necessity follows directly from items (2) and (7) of Theorem 1 in 7 , since

$$
\begin{aligned}
& \mathrm{Sp}^{(1)}=B_{x} \cdot\{\lambda, \bar{\lambda}, 2 a\}, \quad \mathrm{Sp}^{(2)}=\left\{2 B_{x} a\right\}, \\
& \mathrm{j}\left(B_{x} \lambda\right)=1, \quad \mathrm{j}\left(2 B_{x} a\right)=0
\end{aligned}
$$

(see Definition 1 in 7 and remarks after it).
Sufficiency follows from Corollary 2 in 7.
Statement (b), (1) \& ( $2^{\prime}$ ). The line $I=\mathbb{R} w$ is an ideal in $L$. Consider the quotient Lie algebra

$$
\tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{u}, \tilde{v}) \simeq L_{5, I I}(\lambda)
$$

Taking into account Theorem 5.2, we obtain the following chain:

$$
\begin{aligned}
\left(2^{\prime \prime}\right) & \Leftrightarrow \operatorname{top}\left(\tilde{A}, B_{x} \lambda\right) \neq 0 \Leftrightarrow \\
& \operatorname{span}\left(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A},(\operatorname{ad} \tilde{B})^{2} \tilde{A},(\operatorname{ad} \tilde{B})^{3} \tilde{A}\right)=\tilde{L} \Leftrightarrow\left(2^{\prime}\right) .
\end{aligned}
$$

The remainder of the proof: statement (b), (1) \& (2), statement (c), and statement (a) follow exactly as in the proof of Theorem 6.1.

Case 2: $\operatorname{Re} \lambda=0$.
Statement (a). On the contrary, suppose that the Lie algebra $L$ contains a codimension one subalgebra $l \neq L^{(1)}$.

The line $I=\mathbb{R} w$ is an ideal in $L$. Consider the quotient Lie algebra

$$
\begin{align*}
& \tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{u}, \tilde{v}),  \tag{29}\\
& \left.\operatorname{ad} \tilde{x}\right|_{\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{u}, \tilde{v})}=\left(\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0
\end{array}\right) ;
\end{align*}
$$

thus, $\tilde{L}=L_{5, I I}(i)$ (see Construction 5.2), and the corresponding image

$$
\tilde{l} \subset \tilde{L}
$$

Obviously,

$$
\operatorname{dim} \tilde{l}= \begin{cases}4 & \text { if } w \in l \\ 5 & \text { if } w \notin l\end{cases}
$$

(a) Let $\operatorname{dim} \tilde{l}=4$. Then $\tilde{l}$ is a codimension one subalgebra in $\tilde{L}$, and by Theorem 5.2, $\tilde{l}=L^{(1)}{ }_{5, I I}(i)=\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{u}, \tilde{v})$. Since $w \in l$, we obtain $l=L^{(1)}$, a contradiction.
(b) Let $\operatorname{dim} \tilde{l}=5$. Then $\tilde{l}=\tilde{L} \ni \tilde{y}, \tilde{z}$, $\tilde{u}$; thus, the Lie algebra $l$ contains elements of the form

$$
\begin{array}{ll}
f^{1}=y+f_{w}^{1} w, & f_{w}^{1} \in \mathbb{R} \\
f^{2}=z+f_{w}^{2} w, & f_{w}^{2} \in \mathbb{R} \\
f^{3}=u+f_{w}^{1} w, & f_{w}^{3} \in \mathbb{R}
\end{array}
$$

Consequently, $\left[f^{1}, f^{2}\right]=w \in l$. Thus, $l=L$, a contradiction.
Statement (b), (1) \& (2), follows from Proposition 1 and (a).
Statement (b), (1) \& (2'). We prove that $(2) \Leftrightarrow\left(2^{\prime}\right)$ under condition (1). As above, consider the quotient Lie algebra (29).
(2) $\Rightarrow\left(2^{\prime}\right)$. If $\operatorname{Lie}(A, B)=L$, then $\operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L}$. By Theorem 5.2, we have $\operatorname{span}\left(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A},\left(\operatorname{ad}^{2} \tilde{B}\right) \tilde{A},\left(\operatorname{ad}^{3} \tilde{B}\right) \tilde{A}\right)=\tilde{L}$, which is equivalent to $\left(2^{\prime}\right)$.
$(2) \Leftarrow\left(2^{\prime}\right)$. Condition $\left(2^{\prime}\right)$ implies $\operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L}$. Then we show that $\operatorname{Lie}(A, B)=L$ exactly as in item (b) above.

Statement (c) follows from statement (b), (1) \& (2').
6.3.6. Lie algebras $L_{6, V I I}$ and $L_{6, V I I I}$ : Theorem 6.6.

Proof. Statement (a). Let $l \subset L$ be a codimension one subalgebra, $l \neq$ $L^{(1)}$. The space $I=\operatorname{span}(u, v)$ is an ideal in $L$; thus, we can consider the quotient Lie algebra

$$
\begin{aligned}
& \tilde{L}=L / I=\operatorname{span}(\tilde{x}, \tilde{y}, \tilde{z}, \tilde{w}) \\
& \left.\operatorname{ad} \tilde{x}\right|_{\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{w})}=\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \\
& {[\tilde{y}, \tilde{z}]=\tilde{w}}
\end{aligned}
$$

and the corresponding image $\tilde{l} \subset \tilde{L}$ of the Lie algebra $l$. Obviously, $\operatorname{dim} \tilde{l}$ can be equal to 3 or 4 .
(1) Let $\operatorname{dim} \tilde{l}=3$. Then $\tilde{l}$ is a codimension one subalgebra of the Lie algebra $\tilde{L}$, which is isomorphic to the Lie algebra $L_{4}(i)$; see Construction 4.1. By

Theorem 4.1, $\tilde{l}$ coincides with the derived subalgebra $\tilde{L}^{(1)}=\operatorname{span}(\tilde{y}, \tilde{z}, \tilde{w})$. Thus, the Lie algebra $l$ contains vectors of the form

$$
\begin{array}{ll}
f^{1}=y+f_{u}^{1} u+f_{v}^{1} v, & f_{u}^{1}, f_{v}^{1} \in \mathbb{R} \\
f^{2}=z+f_{u}^{2} u+f_{v}^{2} v, & f_{u}^{2}, f_{v}^{2} \in \mathbb{R} \\
f^{3}=w+f_{u}^{3} u+f_{v}^{3} v, & f_{u}^{3}, f_{v}^{3} \in \mathbb{R} \tag{33}
\end{array}
$$

The condition $\operatorname{dim} \tilde{l}=3$ implies $\operatorname{span}(u, v) \subset l$, which, together with (31)(33), yields $y, z, w \in l$. Thus, $l=L^{(1)}$, a contradiction.
(2) Let $\operatorname{dim} \tilde{l}=4$; then $l+\operatorname{span}(u, v)=L$. Consequently, the Lie algebra $l$ contains elements of the form

$$
\begin{array}{ll}
f^{1}=y+f_{u}^{1} u+f_{v}^{1} v, & f_{u}^{1}, f_{v}^{1} \in \mathbb{R} \\
f^{2}=z+f_{u}^{2} u+f_{v}^{2} v, & f_{u}^{2}, f_{v}^{2} \in \mathbb{R}
\end{array}
$$

Then $\left[f^{1}, f^{2}\right]=w \in l$; thus, the elements $\left[f^{1}, w\right]= \pm v$ and $\left[f^{2}, w\right]=\mp u$ also belong to the Lie algebra $l$. Therefore, we obtain $l=L$, a contradiction.

Statement (b), (1) \& (2), follows from Proposition 1 and (a).
Statement (b), (1) \& (2 $2^{\prime}$. We prove that $(2) \Leftrightarrow\left(2^{\prime}\right)$ under condition (1). Consider the quotient Lie algebra (30).
$(2) \Rightarrow\left(2^{\prime}\right)$. Let $\operatorname{Lie}(A, B)=L$; then $\operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L}$. By Theorem 4.1, we obtain $\operatorname{span}(\tilde{B}, \tilde{A},(\operatorname{ad} \tilde{B}) \tilde{A}, \tilde{w})=\tilde{L}$, which is equivalent to hypothesis $\left(2^{\prime}\right)$ of this theorem.
$(2) \Leftarrow\left(2^{\prime}\right)$. Conversely, hypothesis $\left(2^{\prime}\right)$ implies $\operatorname{Lie}(\tilde{A}, \tilde{B})=\tilde{L}$. Therefore, the Lie algebra Lie $(A, B)$ contains elements of the form

$$
\begin{array}{ll}
f^{1}=y+f_{u}^{1} u+f_{v}^{1} v, & f_{u}^{1}, f_{v}^{1} \in \mathbb{R} ; \\
f^{2}=z+f_{u}^{2} u+f_{v}^{2} v, & f_{u}^{2}, f_{v}^{2} \in \mathbb{R} ; \\
f^{3}=x+f_{u}^{3} u+f_{v}^{3} v, & f_{u}^{3}, f_{v}^{3} \in \mathbb{R}
\end{array}
$$

Then the elements $\left[f^{1}, f^{2}\right]=w,\left[f^{1}, w\right]= \pm v$, and $\left[f^{2}, w\right]=\mp u$ are in $\operatorname{Lie}(A, B) ;$ consequently, $\operatorname{Lie}(A, B)=L$.

Statement (c) follows from statement (b), (1) \& (2').
6.3.7. Controllable Lie algebras: Theorem 6.7.

Proof. Necessity. Let a six-dimensional solvable Lie algebra $L$ be controllable, i.e., there exist $A, B \in L$ such that the system $\Gamma=A+\mathbb{R} B$ is controllable. Then Theorem 1 in 7 implies the following:

$$
\begin{align*}
& \operatorname{dim} L^{(1)}=5 \\
& B \notin L^{(1)} \\
& L_{r}^{(1)}=L_{r}^{(2)} . \tag{34}
\end{align*}
$$

Now we consider step by step all possibilities for location of the spectrum $\mathrm{Sp}^{(1)}=\operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)$ in the complex plane.
(a) Five real eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$. The operator ad $\left.B\right|_{L^{(1)}}$ cannot have real spectrum, since if $\mathrm{Sp}^{(1)} \subset \mathbb{R}$ then $L_{r}^{(1)} \neq L_{r}^{(2)}$ by Lemma 10.3, a contradiction with (34).
(b) Three real eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$. Suppose that

$$
\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}, c, d, e\}, \quad \lambda \in \mathbb{C} \backslash \mathbb{R}, \quad c, d, e \in \mathbb{R}
$$

(some or all of the numbers $c, d$, e may coincide one with other). Then we have the decomposition

$$
\begin{equation*}
L^{(1)}=L^{(1)}(\lambda) \oplus L_{r}^{(1)} \tag{35}
\end{equation*}
$$

where $\operatorname{dim} L^{(1)}(\lambda)=2$ and $L_{r}^{(1)}=L^{(1)}(c)+L^{(1)}(d)+L^{(1)}(e)$,

$$
\begin{equation*}
\operatorname{dim} L_{r}^{(1)}=3 . \tag{36}
\end{equation*}
$$

Thus,

$$
L^{(2)}=\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]+\left[L^{(1)}(\lambda), L_{r}^{(1)}\right]+\left[L_{r}^{(1)}, L_{r}^{(1)}\right] .
$$

Taking into account Lemma 10.1 and decomposition (35), we obtain

$$
\begin{aligned}
& {\left[L^{(1)}(\lambda), L_{r}^{(1)}\right] \subset L^{(2)}(\lambda) \subset L_{c}^{(2)}} \\
& {\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \subset L^{(2)}(2 \operatorname{Re} \lambda) \subset L_{r}^{(2)}}
\end{aligned}
$$

Consequently,

$$
L_{r}^{(2)}=\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]+\left[L_{r}^{(1)}, L_{r}^{(1)}\right] .
$$

Now we estimate the dimensions of the summands in the right-hand side.
The space $L^{(1)}(\lambda)$ is two-dimensional; thus, $\operatorname{dim}\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \leq 1$.
The space $L_{r}^{(1)}$ is three-dimensional, and by Lemma 10.1

$$
\left[L_{r}^{(1)}, L_{r}^{(1)}\right] \subset L_{r}^{(1)}
$$

i. e., $L_{r}^{(1)}$ is a Lie algebra. But $L$ is solvable, hence $L_{r}^{(1)} \subset L^{(1)}$ is nilpotent. Thus, $L_{r}^{(1)}$ is a three-dimensional nilpotent Lie algebra. Consequently, $L_{r}^{(1)}$ is either Abelian, or a (unique) three-dimensional nilpotent non-Abelian Lie algebra. In both cases, $\operatorname{dim}\left[L_{r}^{(1)}, L_{r}^{(1)}\right] \leq 1$.

Therefore, $\operatorname{dim} L_{r}^{(2)} \leq \operatorname{dim}\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]+\operatorname{dim}\left[L_{r}^{(1)}, L_{r}^{(1)}\right] \leq 2$, which contradicts equalities (34) and (36). Therefore, case (b) is impossible.
(c) One real eigenvalue of the operator ad $\left.B\right|_{L^{(1)}}$. Since both cases (a) and (b) are impossible, we should have
$\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}, \mu, \bar{\mu}, e\}, \quad \lambda=a+b i \in \mathbb{C} \backslash \mathbb{R}, \quad \mu=c+d i \in \mathbb{C} \backslash \mathbb{R}, \quad e \in \mathbb{R}$.
We can assume that $b, d>0$. Replacing, if necessary, $B$ by $-B$, we obtain $e \geq 0$.
(c.1) Let $\lambda \neq \mu$. Then the operator $\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}$ has a simple spectrum, and there is the following decomposition into one-dimensional eigenspaces:

$$
L_{c}^{(1)}=L_{c}^{(1)}(\lambda) \oplus L_{c}^{(1)}(\bar{\lambda}) \oplus L_{c}^{(1)}(\mu) \oplus L_{c}^{(1)}(\bar{\mu}) \oplus L_{c}^{(1)}(e) .
$$

Choose the corresponding eigenvectors

$$
\begin{aligned}
& \mathbb{C} f_{\lambda}=L_{c}^{(1)}(\lambda), \quad \mathbb{C} f_{\bar{\lambda}}=L_{c}^{(1)}(\bar{\lambda}), \quad \mathbb{C} f_{\mu}=L_{c}^{(1)}(\mu), \quad \mathbb{C} f_{\bar{\mu}}=L_{c}^{(1)}(\bar{\mu}), \\
& \text { and } \mathbb{C} f_{e}=L_{c}^{(1)}(e),
\end{aligned}
$$

so that their complex conjugates in $L_{c}$ satisfy

$$
\overline{f_{\lambda}}=f_{\bar{\lambda}}, \quad \overline{f_{\mu}}=f_{\bar{\mu}}, \quad \text { and } \overline{f_{e}}=f_{e} .
$$

By Lemma 10.1,

$$
\left[f_{\lambda}, f_{\mu}\right] \in L_{c}^{(1)}(\lambda+\mu)=L_{c}^{(1)}(a+c+(b+d) i)=\{0\}
$$

hence

$$
\begin{equation*}
\left[f_{\lambda}, f_{\mu}\right]=0 \tag{37}
\end{equation*}
$$

We take complex conjugate and obtain

$$
\begin{equation*}
\left[f_{\bar{\lambda}}, f_{\bar{\mu}}\right]=0 . \tag{38}
\end{equation*}
$$

(c.1.1) Let $b=\operatorname{Im} \lambda \neq \operatorname{Im} \mu=d$. We show that $\left[f_{\lambda}, f_{\epsilon}\right]=0$. On the contrary, we suppose that $\left[f_{\lambda}, f_{\epsilon}\right] \neq 0$. By Lemma 10.1,

$$
\left[f_{\lambda}, f_{e}\right] \in L_{c}^{(1)}(\lambda+e)=L_{c}^{(1)}(a+e+b i)
$$

Since $\left[f_{\lambda}, f_{e}\right] \neq 0$, we have $a+e+b i \in \mathrm{Sp}_{\bar{\lambda}}^{(1)}$. It is obvious that $a+e+b i$ cannot equal any one of the eigenvalues $e, \bar{\lambda}=a-b i$, and $\bar{\mu}=c-d i$ (recall that $b, d>0$ ). Further, $a+e+b i \neq \mu=c+d i$, since $b \neq d$. Consequently, $a+e+b i=l a m=a+b i$ and $\left[f_{\lambda}, f_{e}\right] \in L_{c}^{(1)}(\lambda)$, i.e., $\left[f_{\lambda}, f_{\epsilon}\right]=k f_{\lambda}, k \in \mathbb{C} \backslash\{0\}$. But this contradicts the nilpotency of the operator ad $f_{e}: L_{c}^{(1)} \rightarrow L_{c}^{(1)}$ ( $L$ is solvable; hence $L^{(1)}$ is nilpotent and ad $\left.f_{e}\right|_{L_{c}^{(1)}}$ is nilpotent). This contradiction shows that

$$
\begin{equation*}
\left[f_{\lambda}, f_{e}\right]=0 \tag{39}
\end{equation*}
$$

We prove similarly that

$$
\begin{equation*}
\left[f_{\bar{\lambda}}, f_{\epsilon}\right]=\left[f_{\mu}, f_{e}\right]=\left[f_{\bar{\mu}}, f_{\epsilon}\right]=0 \tag{40}
\end{equation*}
$$

Now we show that $\left[f_{\lambda}, f_{\bar{\mu}}\right]=0$. On the contrary, we suppose that $\left[f_{\lambda}, f_{\bar{\mu}}\right] \neq 0$. Then

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(\lambda+\bar{\mu})=L_{c}^{(1)}(a+c+(b-d) i)
$$

It is easy to see that $\lambda+\bar{\mu}=a+c+(b-d) i$ cannot equal any one of the eigenvalues $e($ since $b \neq d), \lambda=a+b i$ (since $c-d i=\bar{\mu} \neq 0$ ), and $\bar{\mu}=c-d i$ (since $a+b i=\lambda \neq 0$ ). There are only two mutually exclusive possibilities:

$$
a+c+(b-d) i=\bar{\lambda}=a-b i \quad \Leftrightarrow \quad c=0, d=2 b
$$

or

$$
a+c+(b-d) i=\mu=c+d i \quad \Leftrightarrow \quad a=0, b=2 d
$$

Let $a=0$ and $b=2 d$ (the case $c=0, d=2 b$ is considered similarly). We have

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(a+c+(b-d) i)=L_{c}^{(1)}(c+d i)=L_{c}^{(1)}(\mu)
$$

thus,

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right]=k f_{\mu}, \quad k \in \mathbb{C} \backslash\{0\}
$$

We take complex conjugate and obtain

$$
\left[f_{\bar{\lambda}}, f_{\mu}\right]=\bar{k} f_{\bar{\mu}}
$$

Then, in view of (37) and (38), we have

$$
\left[(1 / k) f_{\lambda}+(1 / \bar{k}) f_{\bar{\lambda}}, f_{\mu}+f_{\bar{\mu}}\right]=f_{\mu}+f_{\bar{\mu}}
$$

This contradicts the nilpotency of the operator $\left.\operatorname{ad}\left((1 / k) f_{\lambda}+(1 / \bar{k}) f_{\bar{\lambda}}\right)\right|_{L_{c}^{(1)}}$. Consequently,

$$
\begin{equation*}
\left[f_{\lambda}, f_{\bar{\mu}}\right]=0 \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[f_{\bar{\lambda}}, f_{\mu}\right]=0 \tag{42}
\end{equation*}
$$

Now we consider the remaining brackets

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right] \in L_{c}^{(1)}(2 a) \text { and }\left[f_{\mu}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(2 c)
$$

If $2 a \neq e$ and $2 c \neq e$, then $\left[f_{\lambda}, f_{\bar{\lambda}}\right]=\left[f_{\mu}, f_{\bar{\mu}}\right]=0$, and the derived subalgebra $L_{c}^{(1)}$ is Abelian (see (37)-(42)). Then $L^{(1)}$ is Abelian and $L^{(2)}=\{0\}$, which contradicts condition (34), since $L_{r}^{(1)}=L^{(1)}(e)$.
(c.1.1.1) Let $2 a=e$ and $2 c \neq e$. Then

$$
\begin{align*}
& {\left[f_{\mu}, f_{\bar{\mu}}\right]=0}  \tag{43}\\
& {\left[f_{\lambda}, f_{\bar{\lambda}}\right]=k f_{e}, \quad k \in \mathbb{C} \backslash\{0\}} \tag{44}
\end{align*}
$$

where $k \neq 0$, since $L_{r}^{(2)}=L_{r}^{(1)}=L^{(1)}(e)$. Therefore, the only nonzero bracket in $L_{c}^{(1)}$ (see (37)-(44)) is bracket (44). We take complex conjugate of this relation and obtain $\left[f_{\bar{\lambda}}, f_{\lambda}\right]=\bar{k} f_{e}$; thus, $\bar{k}=-k$, i.e., $k=i l, l \in \mathbb{R} \backslash\{0\}$.

Now we return from $L_{c}^{(1)}$ to $L^{(1)}$. Denote

$$
\begin{align*}
x & =B ;  \tag{45}\\
y & =\left(f_{\lambda}+f_{\bar{\lambda}}\right) / 2, \quad z=\left(f_{\lambda}-f_{\bar{\lambda}}\right) /(2 i) ;  \tag{46}\\
u & =\left(f_{\mu}+f_{\bar{\mu}}\right) / 2, \quad v=\left(f_{\mu}-f_{\bar{\mu}}\right) /(2 i) ;  \tag{47}\\
w & =-(l / 2) f_{e} . \tag{48}
\end{align*}
$$

Now an immediate verification of multiplication rules in the Lie algebra $L=\operatorname{span}(x, y, z, u, v, w)$ shows that $L=L_{6, I}(\lambda, \mu)$.
(c.1.1.2) Let $2 a \neq e$ and $2 c=e$. This case is completely similar to case (c.1.1.1); one should just switch $\lambda$ and $\mu$. Thus, $L=L_{6, I}(\mu, \lambda)$.
(c.1.1.3) Let $2 a=2 c=e$. Then

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=k f_{e}, \quad\left[f_{\mu}, f_{\bar{\mu}}\right]=l f_{e}, \quad k, l \in \mathbb{C}
$$

If $k \neq 0$ and $l=0$, then $L=L_{6, I}(\lambda, \mu)$.
If $k=0$ and $l \neq 0$, then $L=L_{6, I}(\mu, \lambda)$. If $k \neq 0$ and $l \neq 0$, then $L=L_{6, I I}(\lambda, \mu)$.
(c.1.2) Let $b=\operatorname{Im} \lambda=\operatorname{Im} \mu=d$. Consider the bracket

$$
\begin{equation*}
\left[f_{\lambda}, f_{e}\right] \in L_{c}^{(1)}(\lambda+e)=L_{c}^{(1)}(a+e+b i) \tag{49}
\end{equation*}
$$

It is obvious that $a+e+b i \neq e, a-b i, c-d i$. There can be only the following two mutually exclusive possibilities:

$$
a+e+b i=c+d i \Leftrightarrow a+e=c
$$

or

$$
a+e+b i=a+b i \Leftrightarrow e=0
$$

(c.1.2.1) Let $a+e=c$ and let $e \neq 0$; thus, $e>0$. We have

$$
\left[f_{\lambda}, f_{e}\right] \in L_{c}^{(1)}(a+e+b i)=L_{c}^{(1)}(c+d i)
$$

consequently,

$$
\begin{align*}
& {\left[f_{\lambda}, f_{e}\right]=k f_{\mu}, \quad k \in \mathbb{C} ;}  \tag{50}\\
& {\left[f_{\bar{\lambda}}, f_{e}\right]=\bar{k} f_{\bar{\mu}} .} \tag{51}
\end{align*}
$$

Now consider the bracket

$$
\left[f_{\mu}, f_{e}\right] \in L_{c}^{(1)}(\mu+e)=L_{c}^{(1)}(c+e+b i)=L_{c}^{(1)}(a+2 e+b i)
$$

It is obvious that the number $c+e+b i=a+2 e+b i$ is not an eigenvalue of ad $\left.B\right|_{L^{(1)}}$, since it is not equal to any of the numbers $e, a \pm b i$, and $c \pm b i$. Consequently,

$$
\left[f_{\mu}, f_{e}\right]=\left[f_{\bar{\mu}}, f_{e}\right]=0
$$

(c.1.2.1.1) Let $e=2 a \neq 2 c$. Then

$$
\left[f_{\mu}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(2 c)=\{0\} ;
$$

thus,

$$
\left[f_{\mu}, f_{\bar{\mu}}\right]=0
$$

Further,

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(a+c)
$$

but $a+c \neq e=2 a$; hence $L_{c}^{(1)}(a+c)=\{0\}$ and

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right]=\left[f_{\bar{\lambda}}, f_{\mu}\right]=0
$$

Finally,

$$
\begin{equation*}
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=l f_{e}, \quad l \in \mathbb{C} \backslash\{0\} \tag{52}
\end{equation*}
$$

where $l \neq 0$, since otherwise $\mathbb{R} f_{e}=L_{r}^{(1)} \neq L_{r}^{(2)}=\{0\}$. We take complex conjugate of (52) and obtain

$$
\operatorname{Re} l=0
$$

Therefore, the only nonzero brackets in $L_{c}^{(1)}$ are (52) and, probably, (50) and (51).

We pass to the real basis in $L$ corresponding to the basis $B, f_{\lambda}, f_{\bar{\lambda}}, f_{\mu}$, $f_{\bar{\mu}}, f_{e}$ in $L_{c}$ and observe that if $k \neq 0$ in (50) and (51), then $L=L_{6, I I I}(\lambda)$. If $k=0$ in (50) and (51), then $L=L_{6, I}(\lambda, \mu)$.
(c.1.2.1.2) Let $e=2 c \neq 2 a$. Then

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right] \in L_{c}^{(1)}(\lambda+\bar{\lambda})=L_{c}^{(1)}(2 a)=\{0\}
$$

thus,

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=0
$$

Similarly,

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(a+c)=\{0\}
$$

since $a+c \neq e=2 c$, we have

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right]=0
$$

But

$$
\left[f_{\mu}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(\mu+\bar{\mu})=L_{c}^{(1)}(2 c)=L_{c}^{(1)}(e)
$$

thus,

$$
\begin{equation*}
\left[f_{\mu}, f_{\bar{\mu}}\right]=l f_{e}, \quad l \in \mathbb{C} \backslash\{0\} \tag{53}
\end{equation*}
$$

where $l \neq 0$, since otherwise condition (34) is violated as in the previous item. Jacobi identity for the triple $f_{\mu}, f_{\bar{\mu}}, f_{\lambda}$ yields $k l=0$. But $l \neq 0$; consequently, $k=0$ in (50) and (51).

Therefore, the only nonzero bracket in $L_{c}^{(1)}$ is (53). Therefore, $L=$ $L_{6, I}(\mu, \lambda)$.
(c.1.2.2) Let $e=0$ and $a+e \neq c$. In view of (49), we have $\left[f_{\lambda}, f_{e}\right] \in$ $L_{c}^{(1)}(a+b i)$; thus, $\left[f_{\lambda}, f_{e}\right]=k f_{\lambda}$. The operator ad $\left.f_{e}\right|_{L_{c}^{(1)}}$ is nilpotent; therefore, $k=0$, i.e.,

$$
\left[f_{\lambda}, f_{e}\right]=\left[f_{\bar{\lambda}}, f_{e}\right]=0
$$

Similarly

$$
\left[f_{\mu}, f_{e}\right]=\left[f_{\bar{\mu}}, f_{e}\right]=0
$$

Now consider the bracket

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(a+c)
$$

(c.1.2.2.1) Let $a+c=0$. Then

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(e)
$$

consequently,

$$
\begin{align*}
& {\left[f_{\lambda}, f_{\bar{\mu}}\right]=k f_{e}, \quad k \in \mathbb{C} ;}  \tag{54}\\
& {\left[f_{\bar{\lambda}}, f_{\mu}\right]=\bar{k} f_{e}} \tag{55}
\end{align*}
$$

Further, $\left[f_{\lambda}, f_{\bar{\lambda}}\right] \in L^{(1)}(2 a)=\{0\}(a \neq 0$, since otherwise $c=0$ and $\lambda=\mu$, which contradicts condition (c.1)). Consequently,

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=0
$$

Similarly,

$$
\left[f_{\mu}, f_{\bar{\mu}}\right]=0
$$

Therefore, the only possibly nonzero brackets in $L_{c}^{(1)}$ are given by (54) and (55). If $k=0$ in these relations, then $L_{c}^{(1)}$ is Abelian, which contradicts condition (34). Consequently, $k \neq 0$. We pass to the real basis in $L$ and obtain $L=L_{6, I V}(\lambda)$.
(c.1.2.2.2) Let $a+c \neq 0$. Then $\left[f_{\lambda}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(a+c)=\{0\}$, thus

$$
\left[f_{\lambda}, f_{\bar{\mu}}\right]=\left[f_{\bar{\lambda}}, f_{\mu}\right]=0
$$

Now consider the bracket

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right] \in L_{c}^{(1)}(2 a)
$$

(c.1.2.2.2.1) Let $a \neq 0$. Then

$$
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=0
$$

Further, $\left[f_{\mu}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(2 c)$. If $c \neq q 0$, then $\left[f_{\mu}, f_{\bar{\mu}}\right]=0$ and $L_{c}^{(1)}$ is Abelian, which contradicts condition (34). Consequently, $c=0$, and

$$
\left[f_{\mu}, f_{\bar{\mu}}\right]=k f_{e}, \quad k \in \mathbb{C} \backslash\{0\}
$$

is the only nonzero bracket in $L_{c}^{(1)}$. We pass to the real basis in $L$ and obtain $L=L_{6, I}(\mu, \lambda)$.
(c.1.2.2.2.2) Let $a=0$. Then $\left[f_{\lambda}, f_{\bar{\lambda}}\right] \in L_{c}^{(1)}(2 a)=L_{c}^{(1)}(e) ;$ thus,

$$
\begin{equation*}
\left[f_{\lambda}, f_{\bar{\lambda}}\right]=k f_{e}, \quad k \in \mathbb{C} \tag{56}
\end{equation*}
$$

By condition (c.1.2.2.2), we have $a+c \neq 0$; therefore, $c \neq 0$. Consequently, $\left[f_{\mu}, f_{\bar{\mu}}\right] \in L_{c}^{(1)}(2 c)=\{0\}$ and

$$
\left[f_{\mu}, f_{\bar{\mu}}\right]=0
$$

The only possibly nonzero bracket in $L_{c}^{(1)}$ is given by (56). If $k=0$ in this relation, then $L_{c}^{(1)}$ is Abelian, which is impossible in view of (34). Thus, $k \neq 0$ and $L=L_{6, I}(\lambda, \mu)$.
(c.2) Let $\lambda=\mu$. The operator ad $\left.B\right|_{L^{(1)}}$ has the multiple spectrum

$$
\mathrm{Sp}^{(1)}=\{\lambda, \bar{\lambda}, e\}
$$

where $\lambda=a+b i, b>0$, is a double eigenvalue and $e \geq 0$ is a simple eigenvalue. We have the decomposition

$$
L^{(1)}=L^{(1)}(\lambda) \oplus L^{(1)}(e) \quad \text { with } \quad \operatorname{dim} L^{(1)}(\lambda)=4 \text { and } \quad \operatorname{dim} L^{(1)}(e)=1
$$

Thus,

$$
L^{(2)}=\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]+\left[L^{(1)}(\lambda), L^{(1)}(e)\right]
$$

where

$$
\begin{aligned}
& {\left[L^{(1)}(\lambda), L^{(1)}(e)\right] \subset L^{(1)}(\lambda+e),} \\
& {\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \subset L^{(1)}(2 a)}
\end{aligned}
$$

Then the condition $L_{r}^{(1)}=L_{r}^{(2)}=L^{(1)}(e)$ implies $e=2 a$.
(c.2.1) Let $a \neq 0$.
(c.2.1.1) Let the operator $\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}$ be not diagonalizable, i.e., in some basis $f_{\lambda}, g_{\lambda}, f_{\bar{\lambda}}, g_{\bar{\lambda}}, f_{e}$ of the space $L_{c}^{(1)}$ for which

$$
\overline{f_{\lambda}}=f_{\bar{\lambda}}, \quad \overline{g_{\lambda}}=g_{\bar{\lambda}}, \quad \text { and } \quad \overline{f_{e}}=f_{e},
$$

this operator has the matrix

$$
\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}=\left(\begin{array}{ccccc}
\lambda & 0 & 0 & 0 & 0 \\
1 & \lambda & 0 & 0 & 0 \\
0 & 0 & \bar{\lambda} & 0 & 0 \\
0 & 0 & 1 & \bar{\lambda} & 0 \\
0 & 0 & 0 & 0 & e
\end{array}\right)
$$

We have the decomposition

$$
L_{c}^{(1)}=L_{c}^{(1)}(\lambda) \oplus L_{c}^{(1)}(\bar{\lambda}) \oplus L_{c}^{(1)}(e)
$$

where $L_{c}^{(1)}(\lambda)=\operatorname{span}\left(f_{\lambda}, g_{\lambda}\right), L_{c}^{(1)}(\bar{\lambda})=\operatorname{span}\left(f_{\bar{\lambda}}, g_{\bar{\lambda}}\right)$, and $L_{c}^{(1)}(e)=\mathbb{C} f_{e}$.
Because $\left[f_{\lambda}, f_{e}\right] \in L_{c}^{(1)}(\lambda+e)=\{0\}$, we obtain

$$
\left[f_{\lambda}, f_{e}\right]=0
$$

Similarly,

$$
\left[g_{\lambda}, f_{e}\right]=\left[f_{\bar{\lambda}}, f_{e}\right]=\left[g_{\bar{\lambda}}, f_{e}\right]=0
$$

Further, all pairwise brackets for the vectors $f_{\lambda}, g_{\lambda}, f_{\bar{\lambda}}$, and $g_{\bar{\lambda}}$ are contained in $L_{c}^{(1)}(e)$; therefore,

$$
\begin{array}{lll}
{\left[f_{\lambda}, g_{\lambda}\right]=\alpha f_{e},} & \alpha=c+d i, & c, d \in \mathbb{R} ; \\
{\left[f_{\lambda}, g_{\bar{\lambda}}\right]=\beta f_{e},} & \beta=p+q i, & p, q \in \mathbb{R} ; \\
{\left[f_{\lambda}, f_{\bar{\lambda}}\right]=\gamma f_{e},} & \gamma \in \mathbb{C} \\
{\left[g_{\lambda}, g_{\bar{\lambda}}\right]=\delta f_{e},} & \delta \in \mathbb{C} &
\end{array}
$$

We apply complex conjugation to the last two relations and obtain

$$
\begin{aligned}
& \gamma=-\bar{\gamma} \quad \Rightarrow \quad \gamma=i k, \quad k \in \mathbb{R}, \\
& \delta=-\bar{\delta} \quad \Rightarrow \quad \delta=i l, \quad l \in \mathbb{R}
\end{aligned}
$$

Consider the following real basis in $L^{(1)}$ :

$$
\begin{aligned}
& y=\left(f_{\lambda}+f_{\bar{\lambda}}\right) / 2, \quad z=\left(f_{\lambda}-f_{\bar{\lambda}}\right) /(2 i), \\
& u=\left(g_{\lambda}+g_{\bar{\lambda}}\right) / 2, \quad v=\left(g_{\lambda}-g_{\bar{\lambda}}\right) /(2 i), \\
& w=f_{e}
\end{aligned}
$$

and obtain the following multiplication table:

|  | $y$ | $z$ | $u$ | $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $y$ | 0 | $(k / 2) w$ | $((c+p) / 2) w$ | $((d-q) / 2) w$ |
| $z$ | $(-k / 2) w$ | 0 | $((d+q) / 2) w$ | $((p-c) / 2) w$ |
| $u$ | $(-(c+p) / 2) w$ | $(-(d+q) / 2) w$ | 0 | $(-l / 2) w$ |
| $v$ | $(-(d-q) / 2) w$ | $(-(p-c) / 2) w$ | $(l / 2) w$ | 0 |

The Jacobi identity implies

$$
\begin{aligned}
& (B, y, z) \quad \Rightarrow \quad(d+q) / 2=(d-q) / 2 \\
& (B, y, z) \quad \Rightarrow \quad b((p-c) / 2-(c+p) / 2)=-l / 2 \\
& (B, z, u) \quad \Rightarrow \quad b((c+p) / 2-(p-c) / 2)=-l / 2 \\
& (B, z, v) \quad \Rightarrow \quad(d+q) / 2=-(d-q) / 2
\end{aligned}
$$

Thus, $d=q=l=c=0$, i.e., the multiplication tabl e takes the form

|  | $y$ | $z$ | $u$ | $v$ |
| :---: | :---: | :---: | :---: | :---: |
| $y$ | 0 | $(k / 2) w$ | $(p / 2) w$ | 0 |
| $z$ | $(-k / 2) w$ | 0 | 0 | $(p / 2) w$ |
| $u$ | $(-p / 2) w$ | 0 | 0 | 0 |
| $v$ | 0 | $(-p / 2) w$ | 0 | 0 |

Note that $k^{2}+p^{2} \neq 0$, since if $k=p=0$, then the derived subalgebra $L^{(1)}$ is Abelian, a contradiction to (34). If $p=0$, then $L=L_{6, V}(\lambda)$, and if $p \neq 0$, then $L=L_{6, V I}(\lambda)$.
(c.2.1.2) Let the operator $\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}$ be diagonalizable. Then there exists a basis $\{y, z, u, v, w\}$ of the space $L^{(1)}$ in which the operator ad $\left.B\right|_{L^{(1)}}$ has the matrix

$$
\left.\operatorname{ad} B\right|_{L^{(1)}}=\left(\begin{array}{rrrrc}
a & b & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 \\
0 & 0 & a & b & 0 \\
0 & 0 & -b & a & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right), \quad \lambda=a+b i
$$

In the same way as in item (c.2.1.1) we show that

$$
[y, w]=[z, w]=[u, w]=[v, w]=0 .
$$

Thus,

$$
\begin{aligned}
L^{(2)} & =\left[L^{(1)}, L^{(1)}\right]=\left[L^{(1)}(\lambda) \oplus L^{(1)}(e), L^{(1)}(\lambda) \oplus L^{(1)}(e)\right]= \\
& =\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right] \oplus\left[L^{(1)}(\lambda), L^{(1)}(e)\right]=\left[L^{(1)}(\lambda), L^{(1)}(\lambda)\right]= \\
& =L^{(1)}(e) .
\end{aligned}
$$

Consequently, $L^{(1)} / L^{(2)}=L^{(1)}(\lambda)$, and the quotient operator

$$
\widetilde{\mathrm{ad} B}: L^{(1)} / L^{(2)} \rightarrow L^{(1)} / L^{(2)}
$$

has the matrix

$$
\widetilde{\operatorname{ad} B}=\left(\begin{array}{rrrr}
a & b & 0 & 0 \\
-b & a & 0 & 0 \\
0 & 0 & a & b \\
0 & 0 & -b & a
\end{array}\right)
$$

The complexification of this operator $\widehat{\mathrm{ad}_{c} B}$ has two linearly independent eigenvectors, i.e., $\mathrm{j}(\lambda)=2$, see Definition 1 in 7 . By Theorem 1 in 7 , the system $\Gamma=A+\mathbb{R} B$ cannot be controllable; thus, case (c.2.1.2) is impossible.
(c.2.2) Let $a=0$. Then $\mathrm{Sp}^{(1)}=\{ \pm b i, 0\}, b \neq 0$. Both eigenvalues $\pm b i$ have algebraic multiplicity two and 0 is a simple eigenvalue.

In order to obtain $b=1$, we replace the element $B$ by the element $B / b$ and denote it by $x$ in the sequel. Thus, $\left.\mathrm{Sp}^{(1)}=\left.\operatorname{Spad} x\right|_{L^{(1)}}\right)=\{ \pm i, 0\}$.
(c.2.2.1) Let the both eigenvalues $\pm i$ have the geometric multiplicity one. In the complexification $L_{c}$, we can choose a Jordan basis of the operator $\left.\operatorname{ad}_{c} x\right|_{L^{(1)}}$ :

$$
\begin{align*}
& L_{c}=\operatorname{span}\left(x, e_{1}, e_{2}, f_{1}, f_{2}, g\right),  \tag{57}\\
& \bar{e}_{1}=f_{1}, \quad \bar{e}_{2}=f_{2}, \quad \bar{g}=g,  \tag{58}\\
& L_{c}^{(1)}=\operatorname{span}\left(e_{1}, e_{2}, f_{1}, f_{2}, g\right),  \tag{59}\\
& \left.\operatorname{ad}_{c} x\right|_{\operatorname{span}\left(e_{1}, e_{2}, f_{1}, f_{2}, g\right)}=\left(\begin{array}{rrrrr}
i & 0 & 0 & 0 & 0 \\
1 & i & 0 & 0 & 0 \\
0 & 0 & -i & 0 & 0 \\
0 & 0 & 1 & -i & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) . \tag{60}
\end{align*}
$$

Now we examine Lie brackets in the derived subalgebra $L_{c}^{(1)}$.
The vectors $e_{1}$ and $e_{2}$ belong to $L_{c}^{(1)}(i)$; thus, by Lemma 10.1,

$$
\left[e_{1}, e_{2}\right] \in L_{c}^{(1)}(2 i)=\{0\},
$$

that is,

$$
\begin{equation*}
\left[e_{1}, e_{2}\right]=0 \tag{61}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left[f_{1}, f_{2}\right]=0 \tag{62}
\end{equation*}
$$

A similar argument using Lemma 10.1 yields

$$
\begin{array}{ll}
{\left[e_{1}, f_{1}\right]=a g,} & a \in \mathbb{C} ; \\
{\left[e_{2}, f_{2}\right]=b g,} & b \in \mathbb{C} ; \\
{\left[e_{1}, f_{2}\right]=c g,} & c \in \mathbb{C} ; \\
{\left[e_{2}, f_{1}\right]=d g,} & d \in \mathbb{C} . \tag{66}
\end{array}
$$

Further,

$$
\bar{a} g=\overline{a g}=\overline{\left[e_{1}, f_{1}\right]}=\left[\bar{e}_{1}, \bar{f}_{1}\right]=\left[f_{1}, e_{1}\right]=-a g
$$

consequently,

$$
\begin{equation*}
a=-\bar{a}=i \alpha, \quad \alpha \in \mathbb{R} \tag{67}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
b=-\bar{b}=i \beta, \quad \alpha \in \mathbb{R} \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
c=-\bar{d}=\gamma+i \delta, \quad \gamma, \delta \in \mathbb{R} \tag{69}
\end{equation*}
$$

In view of (67)-(69), the commutation relations (63)-(66) are rewritten as

$$
\begin{align*}
& {\left[e_{1}, f_{1}\right]=i \alpha g, \quad \alpha \in \mathbb{R} ;}  \tag{70}\\
& {\left[e_{2}, f_{2}\right]=i \beta g, \quad \beta \in \mathbb{R} ;}  \tag{71}\\
& {\left[e_{1}, f_{2}\right]=(\gamma+i \delta) g, \quad \gamma, \delta \in \mathbb{R} ;}  \tag{72}\\
& {\left[e_{2}, f_{1}\right]=(-\gamma+i \delta) g} \tag{73}
\end{align*}
$$

Now we consider Lie brackets with $g$. By Lemma 10.1, the operator ad $g$ leaves the subspace $L_{c}^{(1)}(i)=\operatorname{span}\left(e_{1}, e_{2}\right)$ invariant. Moreover, since $L^{(1)}$ is nilpotent, the operator

$$
\begin{equation*}
\operatorname{ad} g: L_{c}^{(1)}(i) \rightarrow L_{c}^{(1)}(i) \tag{74}
\end{equation*}
$$

is nilpotent.
(c.2.2.1.1) Let operator (74) be nonzero. Then it has a one-dimensional image.
(c.2.2.1.1.1) Let $\operatorname{Im}\left(\left.\operatorname{ad} g\right|_{L_{c}^{(1)}(i)}\right) \neq \mathbb{C} e_{2}$. We choose a vector

$$
e_{1}^{\prime} \in L_{c}^{(1)}(i)=\operatorname{span}\left(e_{1}, e_{2}\right)
$$

such that

$$
\begin{equation*}
e_{1}^{\prime}=e_{1}+k e_{2}, \quad k \in \mathbb{C}, \quad \text { and } \quad \operatorname{Im}\left(\left.\operatorname{ad} g\right|_{L_{c}^{(1)}(i)}\right)=\mathbb{C} e_{1}^{\prime} \tag{75}
\end{equation*}
$$

The operator ad $x: L_{c}^{(1)}(i) \rightarrow L_{c}^{(1)}(i)$ has the same matrix

$$
\left(\begin{array}{ll}
i & 0 \\
1 & i
\end{array}\right)
$$

in the both bases $\left\{e_{1}, e_{2}\right\}$ and $\left\{e_{1}^{\prime}, e_{2}\right\}$. Therefore, we can denote $e_{1}^{\prime}$ by $e_{1}$, choose the corresponding vector $f_{1}=\bar{e}_{1}$, and preserve the previous notation for the new basis $L_{c}=\operatorname{span}\left(x, e_{1}, e_{2}, f_{1}, f_{2}, g\right)$ with the additional property (see (75))

$$
\operatorname{Im}\left(\left.\operatorname{ad} g\right|_{L_{c}^{(1)}(i)}\right)=\mathbb{C} e_{1}
$$

Then, since the operator ad $g: L_{c}^{(1)}(i) \rightarrow L_{c}^{(1)}(i)$ is nilpotent and nonzero, it has the matrix

$$
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(e_{1}, e_{2}\right)}=\left(\begin{array}{ll}
0 & r \\
0 & 0
\end{array}\right), \quad r \in \mathbb{C} \backslash\{0\}
$$

But the Jacobi identity for the triple $\left(x, g, e_{2}\right)$ yields $r=0$. The contradiction shows that case (c.2.2.1.1.1) is impossible.
(c.2.2.1.1.2) Let $\operatorname{Im}\left(\left.\operatorname{ad} g\right|_{L_{c}^{(1)}(i)}\right)=\mathbb{C} e_{2}$. Then

$$
\begin{aligned}
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(e_{1}, e_{2}\right)} & =\left(\begin{array}{ll}
0 & 0 \\
q & 0
\end{array}\right), \quad q \in \mathbb{C} \backslash\{0\} ; \\
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(f_{1}, f_{2}\right)} & =\left(\begin{array}{ll}
0 & 0 \\
\bar{q} & 0
\end{array}\right),
\end{aligned}
$$

The Jacobi identity yields

$$
\begin{array}{ll}
\left(x, e_{1}, f_{1}\right) \Rightarrow & \delta=0, \\
\left(x, e_{1}, f_{2}\right) \Rightarrow & \beta=0, \\
\left(e_{1}, e_{2}, f_{1}\right) \Rightarrow & \gamma=0 .
\end{array}
$$

Therefore, the preceding relations should be satisfied; if they hold, the Jacobi identity for all possible triples of base elements in $L_{c}$ is satisfied. Finally, multiplication rules in the Lie algebra $L_{c}=\operatorname{span}\left(x, e_{1}, e_{2}, f_{1}, f_{2}, g\right)$ are determined by the following Lie brackets: (60) and

$$
\begin{align*}
& {\left[e_{1}, f_{1}\right]=i \alpha g, \quad \alpha \in \mathbb{R} \backslash\{0\}}  \tag{76}\\
& \left.\operatorname{ad} g\right|_{\operatorname{span}\left(e_{1}, e_{2}\right)}=\left(\begin{array}{ll}
0 & 0 \\
q & 0
\end{array}\right), \quad q=q_{1}+i q_{2} \in \mathbb{C} \backslash\{0\} \\
& \left.\operatorname{ad} g\right|_{\operatorname{span}\left(f_{1}, f_{2}\right)}=\left(\begin{array}{ll}
0 & 0 \\
\bar{q} & 0
\end{array}\right),
\end{align*}
$$

all other brackets between the base elements are either zero or follow from the preceding ones by the skew-symmetry property (note that $\alpha \neq 0$ in (77), since $\left.g \in L_{c}^{(1)}\right)$.

Choose a new base vector

$$
\begin{equation*}
x^{\prime}=x+\gamma g, \quad \gamma \in \mathbb{R} \tag{77}
\end{equation*}
$$

in $L_{c}$; the value of the parameter $\gamma$ will be specified later. We have

$$
\begin{aligned}
& {\left[x^{\prime}, e_{1}\right]=i e_{1}+e_{2}+q \gamma e_{2}=i e_{1}+(1+q \gamma) e_{2}} \\
& {\left[x^{\prime}, f_{1}\right]=-i f_{1}+f_{2}+\bar{q} \gamma f_{2}=-i f_{1}+(1+\bar{q} \gamma) f_{2}}
\end{aligned}
$$

(c.2.2.1.1.2.1) Let $q \notin \mathbb{R}$. Choose the new base vectors

$$
\begin{aligned}
& e_{1}^{\prime}=e_{1}, \quad e_{2}^{\prime}=(1+q \gamma) e_{2} \\
& f_{1}^{\prime}=f_{1}, \quad f_{2}^{\prime}=(1+\bar{q} \gamma) f_{2}, \\
& g^{\prime}=-(\alpha / 2) g
\end{aligned}
$$

in $L_{c}$ and define the constants

$$
\gamma=-\frac{q_{1}}{q_{1}^{2}+q_{2}^{2}} \text { and } K=-\frac{\alpha}{2} \frac{q_{1}^{2}+q_{2}^{2}}{q_{2}} \neq 0
$$

We have

$$
\begin{aligned}
& {\left[g^{\prime}, e_{1}^{\prime}\right]=i K e_{2}^{\prime}} \\
& {\left[g^{\prime}, f_{1}^{\prime}\right]=-i K f_{2}^{\prime}}
\end{aligned}
$$

Further, we divide the base vectors $e_{1}^{\prime}, f_{1}^{\prime}, e_{2}^{\prime}$, and $f_{2}^{\prime}$ by $\sqrt{|K|}$, the vector $g^{\prime}$ by $|K|$, denote the vectors obtained by $e_{1}, f_{1}, e_{2}, f_{2}$, and $g$, and come to the multip lication rules in $L_{c}$

$$
\begin{aligned}
& {\left[e_{1}, f_{1}\right]=-2 i g} \\
& {\left[g, e_{1}\right]= \pm i e_{2}} \\
& {\left[g, f_{1}\right]=\mp i f_{2}}
\end{aligned}
$$

We pass to the real basis in $L$ and obtain $L=L_{6, V I I}$ or $L=L_{6, V I I I}$.
(c.2.2.1.1.2.2) Let $q \in \mathbb{R}$.

We set $\gamma=-1 / q$ in (77) and choose the following new base vectors in $L_{c}$ :

$$
\begin{aligned}
& e_{1}^{\prime}=e_{1}, \quad e_{2}^{\prime}=-\alpha(q / 2) e_{2} \\
& f_{1}^{\prime}=f_{1}, \quad f_{2}^{\prime}=-\alpha(q / 2) f_{2} \\
& g^{\prime}=-(\alpha / 2) g
\end{aligned}
$$

preserving the old notation for the new basis, we obtain the multiplication rules

$$
\begin{aligned}
& {\left[e_{1}, f_{1}\right]=-2 i g,} \\
& {\left[g, e_{1}\right]=e_{2},} \\
& {\left[g, f_{1}\right]=f_{2} .}
\end{aligned}
$$

In the corresponding real basis:

$$
\begin{align*}
& L=\operatorname{span}(x, y, z, u, v, w)  \tag{78}\\
& y=\left(e_{1}+f_{1}\right) / 2, \quad z=\left(e_{1}-f_{1}\right) /(2 i)  \tag{79}\\
& u=\left(e_{2}+f_{2}\right) / 2, \quad v=\left(e_{2}-f_{2}\right) /(2 i)  \tag{80}\\
& w=g \tag{81}
\end{align*}
$$

we have $L=L_{6, I I I}(i)$.
(c.2.2.1.2) Now let operator (74) be zero:

$$
\begin{equation*}
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(e_{1}, e_{2}\right)}=0 \tag{82}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(f_{1}, f_{2}\right)}=0 \tag{83}
\end{equation*}
$$

Multiplication rules in $L_{c}$ are determined by (60)-(62), (70)-(73), (82), and (83). The Jacobi identity implies

$$
\begin{aligned}
& \left(x, e_{1}, f_{1}\right) \Rightarrow \quad \delta=0 \\
& \left(x, e_{1}, f_{2}\right) \Rightarrow \quad \beta=0
\end{aligned}
$$

If $\delta=\beta=0$, then the Jacobi identity for all base elements in $L_{c}$ holds.
Therefore, Lie brackets in $L_{c}$ are determined by the following ones: (60) and

$$
\begin{aligned}
& {\left[e_{1}, f_{1}\right]=i \alpha g, \quad \alpha \in \mathbb{R},} \\
& {\left[e_{1}, f_{2}\right]=-\left[e_{2}, f_{1}\right]=\gamma g, \quad \gamma \in \mathbb{R},}
\end{aligned}
$$

where

$$
\alpha^{2}+\gamma^{2} \neq 0
$$

since $g \in L_{c}^{(1)}$.
Now we proceed exactly as in item (c.2.2.1.1.2): we choose the real basis (79)-(81) and obtain

$$
\begin{aligned}
& {[y, z]=k w, \quad k=-\alpha / 2 \in \mathbb{R},} \\
& {[y, u]=[z, v]=l w, \quad l=\gamma / 2 \in \mathbb{R},} \\
& k^{2}+l^{2} \neq 0
\end{aligned}
$$

If $l=0$, then $L=L_{6, V}(i)$, and if $l \neq 0$, then $L=L_{6, V I}(i)$ (see Constructions $6.5,6.6$ ) in case (c.2.2.1.2).
(c.2.2.2) Let both eigenvalues $\pm i$ have algebraic multiplicity two. There exists a basis $e_{1}, e_{2}, f_{1}, f_{2}, g$ of the derived subalgebra $L_{c}^{(1)}$ in which the operator ad has the diagonal matrix

$$
\left.\operatorname{ad} x\right|_{\operatorname{span}\left(e_{1}, e_{2}, f_{1}, f_{2}, g\right)}=\left(\begin{array}{rrrrr}
i & 0 & 0 & 0 & 0  \tag{84}\\
0 & i & 0 & 0 & 0 \\
0 & 0 & -i & 0 & 0 \\
0 & 0 & 0 & -i & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

In the same way as before, we obtain the Lie brackets

$$
\begin{aligned}
& {\left[e_{1}, f_{1}\right]=i \alpha g, \quad \alpha \in \mathbb{R},} \\
& {\left[e_{2}, f_{2}\right]=i \beta g, \quad \beta \in \mathbb{R}} \\
& {\left[e_{1}, f_{2}\right]=(\gamma+i \delta) g, \quad \gamma, \delta \in \mathbb{R},} \\
& {\left[e_{2}, f_{1}\right]=(-\gamma+i \delta) g}
\end{aligned}
$$

The operator ad $g: \operatorname{span}\left(e_{1}, e_{2}\right) \rightarrow \operatorname{span}\left(e_{1}, e_{2}\right)$ is nilpotent; moreover, it is nonzero, since otherwise $L_{c}^{(2)}=\mathbb{C} g$; hence $\mathrm{j}( \pm i)=2$, a contradiction to

Theorem 1 in 7. Therefore, there exists a basis $e_{1}, e_{2}$ in $L_{c}^{(1)}(i)$ and the corresponding basis $f_{1}=\bar{e}_{1}, f_{2}=\bar{e}_{2}$ in $L_{c}^{(1)}(-i)$ in which

$$
\left.\operatorname{ad} g\right|_{\operatorname{span}\left(e_{1}, e_{2}\right)}=\left(\begin{array}{ll}
0 & 1  \tag{85}\\
0 & 0
\end{array}\right), \quad \text { and }\left.\quad \operatorname{ad} g\right|_{\operatorname{span}\left(f_{1}, f_{2}\right)}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) ;
$$

note that the matrix in (84) remains without changes in the new basis.
We write the Jacobi identity for the triples of elements and obtain

$$
\begin{array}{ll}
\left(g, e_{2}, f_{1}\right) \Rightarrow & \alpha=0 \\
\left(g, e_{2}, f_{2}\right) \Rightarrow & \delta=0 \\
\left(f_{2}, e_{1}, e_{2}\right) \Rightarrow & \gamma=0
\end{array}
$$

If $\alpha=\delta=\gamma=0$, then Jacobi identity holds for all possible triples of base elements of $L_{c}$.

Therefore, multiplication rules in $L_{c}$ are determined by (84), (85), and

$$
\begin{equation*}
\left[e_{2}, f_{2}\right]=i \beta g, \quad \beta \in \mathbb{R} \backslash\{0\} \tag{86}
\end{equation*}
$$

where $\beta \neq 0$, since $g \in L_{c}^{(1)}$.
Now we choose the new base vectors

$$
e_{1}^{\prime}=\beta e_{1}, \quad f_{1}^{\prime}=\beta f_{1}, \quad \text { and } \quad g^{\prime}=\beta g
$$

denote them as before by $e_{1}, f_{1}$, and $g$, respectively, and obtain

$$
\left[e_{2}, f_{2}\right]=i g
$$

instead of (86).
Finally, we pass to the real basis (79)-(81) in $L$ and obtain $L=L_{6, I I I}(i)$; see Construction 6.3.

Therefore, all possible cases of disposition of the spectrum $\mathrm{Sp}^{(1)}$ in the complex plane are considered, and in all these cases, the Lie algebra $L$ has one of the types $L_{6, I^{-}} L_{6, V I I I}$. The necessity follows.

Sufficiency. All Lie algebras listed in (1)-(8) of Theorem 6.7 are controllable by Theorems 6.1-6.6, (c).

Theorem 6.7 is completely proved.

### 6.4. Isomorphisms of controllable Lie algebras.

Theorem 6.8. Any two six-dimensional controllable solvable Lie algebras that belong to distinct classes (1)-(8) given in Theorem 6.7 are not isomorphic one to another. All isomorphisms inside these classes are as follows.
(1) $L_{6, I}\left(\lambda_{1}, \mu_{1}\right) \simeq L_{6, I}\left(\lambda_{2}, \mu_{2}\right), \lambda_{j}, \mu_{j} \in \mathbb{C} \backslash \mathbb{R}, \lambda_{j} \neq \mu_{j}, \bar{\mu}_{j}, j=1,2$, if and only if $\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}=k\left\{\lambda_{1}, \bar{\lambda}_{1}\right\}$ and $\left\{\mu_{2}, \bar{\mu}_{2}\right\}=k\left\{\mu_{1}, \bar{\mu}_{1}\right\}$ for some $k \in \mathbb{R} \backslash\{0\}$.
(2) $L_{6, I I}\left(\lambda_{1}, \mu_{1}\right) \simeq L_{6, I I}\left(\lambda_{2}, \mu_{2}\right), \lambda_{j}, \mu_{j} \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda_{j}=\operatorname{Re} \mu_{j}, \lambda_{j} \neq$ $\mu_{j}, \bar{\mu}_{j}, j=1,2$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}, \mu_{1}, \bar{\mu}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}, \mu_{2}, \bar{\mu}_{2}\right\}$.
(3) $L_{6, I I I}\left(\lambda_{1}\right) \simeq L_{6, I I I}\left(\lambda_{2}\right), \lambda_{j} \in \mathbb{C} \backslash \mathbb{R}, j=1,2$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.
(4) $L_{6, I V}\left(\lambda_{1}\right) \simeq L_{6, I V}\left(\lambda_{2}\right), \lambda_{j} \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R}), j=1$, 2, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.
(5) $L_{6, V}\left(\lambda_{1}\right) \simeq L_{6, V}\left(\lambda_{2}\right), \lambda_{j} \in \mathbb{C} \backslash \mathbb{R}, j=1,2$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim$ $\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.
(6) $L_{6, V I}\left(\lambda_{1}\right) \simeq L_{6, V I}\left(\lambda_{2}\right), \lambda_{j} \in \mathbb{C} \backslash \mathbb{R}, j=1,2$, if and only if $\left\{\lambda_{1}, \bar{\lambda}_{1}\right\} \sim\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}$.

Proof. In this proof, we denote the Lie algebra $L_{6, I I I}(b i) \simeq L_{6, I I I}(i), b \in$ $\mathbb{R} \backslash\{0\}$, by $L_{6, I X}$.
(1) Lie algebras $L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$, are not isomorphic to Lie algebras of all other classes $L_{6, I}, L_{6, I I}, L_{6, I V}-L_{6, I X}$, since $\operatorname{dim} L^{(2)}=3$ and the spectrum $\operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{L^{(1)}}\right)=\{\lambda, \bar{\lambda}, \lambda+2 a, \bar{\lambda}+2 a, 2 a\}$ is algebraically simple for $L=L_{6, I I I}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$, which is not the case for Lie algebras of all other classes.
(2) We show that $L_{6, I}\left(\lambda_{1}, \mu_{1}\right) \not 千 L_{6, I I}\left(\lambda_{2}, \mu_{2}\right)$. On the contrary, we suppose that $L_{6, I}\left(\lambda_{1}, \mu_{1}\right) \simeq L_{6, I I}\left(\lambda_{2}, \mu_{2}\right)$. We identify both these Lie algebras with $L=L_{6, I}(\lambda, \mu)$, and fix a basis $\{x, y, z, u, v, w\}$ in $L$ as in Construction 6.1. There exists another basis $\left\{x^{\prime}, y^{\prime}, z^{\prime}, u^{\prime}, v^{\prime}, w^{\prime}\right\}$ in $L$ with multiplication rules as in Construction 6.2. By Lemma $10.2, \operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{L^{(1)}}\right) \sim$ $\operatorname{Sp}\left(\left.\operatorname{ad} x^{\prime}\right|_{L^{(1)}}\right)$. Rescaling and renumbering the base vectors, if necessary, we can obtain $\lambda=\lambda_{1}=\lambda_{2}$, and $\mu=\mu_{1}=\mu_{2}$.

We pass to the corresponding complex bases in $L_{c}$ :

$$
\begin{aligned}
& x, e_{1}=y+i z, f_{1}=y-i z, e_{2}=u+i v, f_{2}=u-i v, g=w \\
& x^{\prime}, e_{1}^{\prime}=y^{\prime}+i z^{\prime}, f_{1}^{\prime}=y^{\prime}-i z^{\prime}, e_{2}^{\prime}=u^{\prime}+i v^{\prime}, f_{2}^{\prime}=u^{\prime}-i v^{\prime}, g^{\prime}=w^{\prime}
\end{aligned}
$$

Then

$$
\begin{align*}
& \left.\operatorname{ad} x\right|_{\operatorname{span}\left(e_{1}, f_{1}, e_{2}, f_{2}, g\right)}=\left(\begin{array}{ccccc}
\lambda & 0 & 0 & 0 & 0 \\
0 & \bar{\lambda} & 0 & 0 & 0 \\
0 & 0 & \mu & 0 & 0 \\
0 & 0 & 0 & \bar{\mu} & 0 \\
0 & 0 & 0 & 0 & 2 a
\end{array}\right), \\
& {\left[e_{1}, f_{1}\right]=-2 i g,} \\
& {\left[e_{2}^{\prime}, f_{2}^{\prime}\right]=-2 i g^{\prime} .} \tag{87}
\end{align*}
$$

Further, we have the decomposition

$$
x^{\prime}=x+\alpha e_{1}+\bar{\alpha} f_{1}+\beta f_{1}+\bar{\beta} f_{2}+\gamma g, \quad \alpha, \beta \in \mathbb{C}, \quad \gamma \in \mathbb{R} ;
$$

hence

$$
\left.\operatorname{ad} x^{\prime}\right|_{\operatorname{span}\left(e_{1}, f_{1}, e_{2}, f_{2}, g\right)}=\left(\begin{array}{ccccc}
\lambda & 0 & 0 & 0 & 0 \\
0 & \bar{\lambda} & 0 & 0 & 0 \\
0 & 0 & \mu & 0 & 0 \\
0 & 0 & 0 & \bar{\mu} & 0 \\
-2 i \alpha & 2 i \bar{\alpha} & 0 & 0 & 2 a
\end{array}\right)
$$

Thus，

$$
\begin{array}{ll}
e_{1}^{\prime}=p\left(e_{1}-2 i(\alpha / \lambda) g\right), & e_{2}^{\prime}=q e_{2}, \quad p, q \in \mathbb{C} \backslash\{0\} ; \\
f_{1}^{\prime}=\bar{p}\left(f_{1}+2 i(\bar{\alpha} / \bar{\lambda}) g\right), & f_{2}^{\prime}=\bar{q} e_{2}, \\
g^{\prime}=r g, \quad r \in \mathbb{R} \backslash\{0\} . & \tag{90}
\end{array}
$$

Now

$$
\left[e_{2}^{\prime}, f_{2}^{\prime}\right]=0
$$

which contradicts（87）．Thus $L_{6, I}\left(\lambda_{1}, \mu_{1}\right) \not 千 L_{6, I I}\left(\lambda_{2}, \mu_{2}\right)$ ．
（3）We show that $L_{6, I}\left(\lambda_{1}, \mu_{1}\right) \not 千 L_{6, I V}\left(\lambda_{2}\right)$ ．As in（2），we have

$$
\left[e_{1}^{\prime}, f_{2}^{\prime}\right]=-2 i g^{\prime}
$$

from Construction 6.4 and

$$
\left[e_{1}^{\prime}, f_{2}^{\prime}\right]=0
$$

from（88）and（89），a contradiction．
（4）The Lie algebras $L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$ ，are not isomorphic to any of the Lie algebras $L_{6, V}-L_{6, I X}$ ，since the spectrum $\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}$ of the operator ad $\left.x\right|_{L^{(1)}}$ is algebraically simple for $L=L_{6, I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}$ ， $\lambda \neq \mu, \bar{\mu}$ ，which is not the case for Lie algebras of the classes $L_{6, V}-L_{6, I X}$ ．
（5）$L_{6, I I}\left(\lambda_{1}, \mu_{1}\right) \nsucceq L_{6, I V}\left(\lambda_{2}\right), \lambda_{1}, \lambda_{2}, \mu_{1} \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda_{1}=\operatorname{Re} \mu_{1}, \lambda_{\mathbf{1}} \neq$ $\mu_{1}, \bar{\mu}_{1}$ ，since $\left\{\lambda_{1}, \bar{\lambda}_{1}, \mu_{1}, \bar{\mu}_{1}, 2 a_{1}\right\} \nsim\left\{\lambda_{2}, \bar{\lambda}_{2},-\lambda_{2},-\bar{\lambda}_{2}, 0\right\}$ ．
（6）The Lie algebras $L_{6, I I}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \operatorname{Re} \lambda=\operatorname{Re} \mu, \lambda \neq \mu, \bar{\mu}$ ，are not isomorphic to any of the Lie algebras $L_{6, V}-L_{6, I X}$ ，since the spectrum $\{\lambda, \bar{\lambda}, \mu, \bar{\mu}\}$ is algebraically simple for $L=L_{6, I I}(\lambda, \mu)$ ，which is not the case for Lie algebras of the classes $L_{6, V}-L_{6, I X}$ ．
（7）The Lie algebras $L_{6, I V}(\lambda), \lambda \in \mathbb{C} \backslash(\mathbb{R} \cup i \mathbb{R})$ ，are not isomorphic to any of the Lie algebras $L_{6, V}-L_{6, I X}$ by the same argument as in（6）．
（8）We show that $L_{6, V}\left(\lambda_{1}\right) \not 千 L_{6, V I}\left(\lambda_{2}\right), \lambda_{1}, \lambda_{2} \in \mathbb{C} \backslash \mathbb{R}$ ．Assume that $L_{6, V}\left(\lambda_{1}\right) \simeq L_{6, V I}\left(\lambda_{2}\right)$ ．Choose the canonical bases as in Constructions 6．5， 6．6：

$$
\begin{aligned}
& L_{6, V}\left(\lambda_{1}\right)=\operatorname{span}\left(x_{1}, y_{1}, z_{1}, u_{1}, v_{1}, w_{1}\right) \\
& L_{6, V I}\left(\lambda_{2}\right)=\operatorname{span}\left(x_{2}, y_{2}, z_{2}, u_{2}, v_{2}, w_{2}\right)
\end{aligned}
$$

The derived subalgebra $L_{6, V}^{(1)}\left(\lambda_{1}\right)$ contains the 3 －dimensional subspace

$$
I_{1}=\operatorname{span}\left(u_{1}, v_{1}, w_{1}\right)
$$

in its center. Thus, there is a 3 -dimensional subspace $I_{2}$ in the center of $L_{6, V I}^{(1)}\left(\lambda_{2}\right)$. We have

$$
\operatorname{dim}\left(I_{2} \cap \operatorname{span}\left(y_{2}, z_{2}, u_{2}, v_{2}\right)\right) \geq 1
$$

Take any vector

$$
0 \neq f=a y_{2}+b z_{2}+c u_{2}+d v_{2} \in I_{2} .
$$

We multiply this decomposition by vectors $y_{2}, z_{2}, u_{2}$, and $v_{2}$, and obtain

$$
a=b=c=d=0
$$

a contradiction.
(9) The Lie algebras $L_{6, V}(\lambda), \lambda \in \mathbb{C} \backslash \mathbb{R}$, are not isomorphic to any one of the Lie algebras $L_{6, V I I}, L_{6, V I I I}$, and $L_{6, I X}$, since $\operatorname{dim} L_{6, V}^{(2)}(\lambda)=1$ but $\operatorname{dim} L_{6, V I I}^{(2)}=\operatorname{dim} L_{6, V I I I}^{(2)}=\operatorname{dim} L_{6, I X}^{(2)}=3$.
(10) We show that $L_{6, V I}(\lambda) \not 千 L_{6, V I I}, L_{6, V I I I}, L_{6, I X}, \lambda \in \mathbb{C} \backslash \mathbb{R}$, as in items (8) and (9) above.
(11) We show that $L_{6, V I I} \not 千 L_{6, V I I I}$. We suppose the contrary, identify $L=L_{6, V I I}=L_{6, V I I I}$, and choose the canonical bases as in Constructions 6.7 and 6.8 :

$$
\begin{aligned}
& L_{6, V I I}=\operatorname{span}(x, y, z, u, v, w) \\
& L_{6, V I I I}=\operatorname{span}\left(x^{\prime}, y^{\prime}, z^{\prime}, u^{\prime}, v^{\prime}, w^{\prime}\right) \\
& e_{1}=y+i z, f_{1}=y-i z, e_{2}=u+i v, f_{2}=u-i v, g=w \\
& e_{1}^{\prime}=y^{\prime}+i z^{\prime}, f_{1}^{\prime}=y^{\prime}-i z^{\prime}, e_{2}^{\prime}=u^{\prime}+i v^{\prime}, f_{2}^{\prime}=u^{\prime}-i v^{\prime}, g^{\prime}=w^{\prime}
\end{aligned}
$$

Then

$$
\begin{align*}
& \left.\operatorname{ad} x\right|_{\operatorname{span}\left(e_{1}, f_{1}, e_{2}, f_{2}, g\right)}=\left(\begin{array}{rrrrr}
i & 0 & 0 & 0 & 0 \\
1 & i & 0 & 0 & 0 \\
0 & 0 & -i & 0 & 0 \\
0 & 0 & 1 & -i & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \\
& {\left[g, e_{1}\right]=i e_{2}, \quad\left[g, f_{1}\right]=-i f_{2},} \\
& {\left[g^{\prime}, e_{1}^{\prime}\right]=-i e_{2}^{\prime}, \quad\left[g^{\prime}, f_{1}^{\prime}\right]=i f_{2}^{\prime} .} \tag{91}
\end{align*}
$$

Further,

$$
x^{\prime}=x+\alpha e_{1}+\beta e_{2}+\bar{\alpha} f_{1}+\bar{\beta} f_{2}+\gamma g, \quad \alpha, \beta \in \mathbb{C}, \quad \gamma \in \mathbb{R}
$$

consequently,

$$
\left.\operatorname{ad} x^{\prime}\right|_{\operatorname{span}\left(e_{1}, f_{1}, e_{2}, f_{2}, g\right)}=\left(\begin{array}{cccrr}
i & 0 & 0 & 0 & 0 \\
1+i \gamma & i & 0 & 0 & i \alpha \\
0 & 0 & -i & 0 & 0 \\
0 & 0 & 1-i \gamma & -i & -i \bar{\alpha} \\
2 i \bar{\alpha} & 0 & -2 i \alpha & 0 & 0
\end{array}\right) .
$$

Thus,

$$
\begin{aligned}
& e_{1}^{\prime}=k\left(e_{1}+2 \bar{\alpha} g\right), \quad e_{2}^{\prime}=k(1+i \gamma) e_{2}, \quad k \in \mathbb{C} \backslash\{0\} \\
& f_{1}^{\prime}=\bar{k}\left(f_{1}+2 \alpha g\right), \quad f_{2}^{\prime}=\bar{k}(1-i \gamma) f_{2} \\
& g^{\prime}=-1 /(2 i)\left[e_{1}^{\prime}, f_{1}^{\prime}\right]=k \bar{k}\left(g+\alpha e_{2}+\bar{\alpha} f_{2}\right), \\
& {\left[g^{\prime}, e_{1}^{\prime}\right]=\frac{i k \bar{k}}{1+i \gamma} e_{2}^{\prime} .}
\end{aligned}
$$

We compare the last relation with (91) and obtain

$$
\begin{equation*}
\frac{k \bar{k}}{1+i \gamma}=-1 \tag{92}
\end{equation*}
$$

which is impossible. The contradiction shows that $L_{6, V I I} \not 千 L_{6, V I I I}$.
(12) We show that $L_{6, V I I} \not \nsim L_{6, I X}$. By an argument similar to that of item (11), we obtain from multiplication rules in $L_{6, I X}$ that

$$
\left[g^{\prime}, e_{1}^{\prime}\right]=e_{2}^{\prime}
$$

instead of (91). Now

$$
\frac{i k \bar{k}}{1+i \gamma}=1
$$

instead of (92), a contradiction.
(13) By a similar argument, we show that $L_{6, V I I I} \not 千 L_{6, I X}$.

Therefore, we proved that all classes of Lie algebras $L_{6, I^{-}} L_{6, I X}$ are pairwise nonisomorphic. Now we pass to the study of isomorphisms inside these classes.
(14) We prove statement (1) of Theorem 6.8.

Necessity. By Lemma 10.2, there exists a number $k \in \mathbb{R} \backslash\{0\}$ such that

$$
\left\{\lambda_{2}, \bar{\lambda}_{2} \mu_{2}, \bar{\mu}_{2}\right\}=k\left\{\lambda_{1}, \bar{\lambda}_{1} \mu_{1}, \bar{\mu}_{1}\right\} .
$$

It follows from the multiplication rules in Construction 6.1 that in any Lie algebra $L_{6, I}(\lambda, \mu)=\operatorname{span}(x, y, z, u, v, w)$, the ideal $I=\operatorname{span}(u, v)=L^{(1)}(\mu)$ is invariantly defined (see expressions for $e_{2}^{\prime}$, and $f_{2}^{\prime}$ in (88), and (89)). Let $I_{j} \subset L_{6, I}\left(\lambda_{j}, \mu_{j}\right), j=1,2$, be such ideals in the isomorphic Lie algebras. Then

$$
L_{4}\left(\lambda_{1}\right)=L_{6, I}\left(\lambda_{1}, \mu_{1}\right) / I_{1} \simeq L_{6, I}\left(\lambda_{2}, \mu_{2}\right) / I_{2}=L_{4}\left(\lambda_{2}\right)
$$

By Theorem 4.3,

$$
\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}=k\left\{\lambda_{1}, \bar{\lambda}_{1}\right\}
$$

Necessity follows.
Sufficiency. Let

$$
\left\{\lambda_{2}, \bar{\lambda}_{2}\right\}=k\left\{\lambda_{1}, \bar{\lambda}_{1}\right\}, \quad\left\{\mu_{2}, \bar{\mu}_{2}\right\}=k\left\{\mu_{1}, \bar{\mu}_{1}\right\}, \quad k \in \mathbb{R} \backslash\{0\}
$$

There can be the following four cases:
(1) $\lambda_{2}=k \lambda_{1}, \mu_{2}=k \mu_{1} ;$
(2) $\lambda_{2}=k \lambda_{1}, \mu_{2}=k \bar{\mu}_{1}$;
(3) $\lambda_{2}=k \bar{\lambda}_{1}, \mu_{2}=k \mu_{1}$;
(4) $\lambda_{2}=k \bar{\lambda}_{1}, \mu_{2}=k \bar{\mu}_{1}$.

In each of these cases, the required correspondence between the canonical base vectors in $L_{6, I}\left(\lambda_{1}, \mu_{1}\right)=\operatorname{span}\left(x_{1}, y_{1}, z_{1}, u_{1}, v_{1}, w_{1}\right)$ and $L_{6, I}\left(\lambda_{2}, \mu_{2}\right)=$ $\operatorname{span}\left(x_{2}, y_{2}, z_{2}, u_{2}, v_{2}, w_{2}\right)$ is as follows:
(1) $x_{2} \mapsto k x_{1}, y_{2} \mapsto y_{1}, z_{2} \mapsto z_{1}, u_{2} \mapsto u_{1}, v_{2} \mapsto v_{1}, w_{2} \mapsto w_{1} ;$
(2) $x_{2} \mapsto k x_{1}, y_{2} \mapsto y_{1}, z_{2} \mapsto z_{1}, u_{2} \mapsto v_{1}, v_{2} \mapsto u_{1}, w_{2} \mapsto w_{1}$;
(3) $x_{2} \mapsto k x_{1}, y_{2} \mapsto z_{1}, z_{2} \mapsto y_{1}, u_{2} \mapsto u_{1}, v_{2} \mapsto v_{1}, w_{2} \mapsto w_{1}$;
(4) $x_{2} \mapsto k x_{1}, y_{2} \mapsto z_{1}, z_{2} \mapsto y_{1}, u_{2} \mapsto v_{1}, v_{2} \mapsto u_{1}, w_{2} \mapsto w_{1}$.
(15) We prove statement (2) of Theorem 6.8.

Necessity follows from Lemma 10.2.
Sufficiency is proved by constructing a correspondence between canonical bases as in item (14).
(16) Statements (3)-(6) are proved by the argument used in the previous item.

## 7. Low-dimensional solvable Lie algebras

In this section, we collect several propositions that are valid for all controllable low-dimensional solvable Lie algebras.

Theorem 7.1. Let $L$ be a controllable solvable Lie algebra, $\operatorname{dim} L \leq 6$. Then the following assertions hold.
(a) The only codimension one subalgebra in $L$ is its derived subalgebra $L^{(1)}$.
(b) Let $A, B \in L$. The system $\Gamma=A+\mathbb{R} B \subset L$ is controllable if and only if the following conditions hold:
(1) $B \notin L^{(1)}$;
(2) $\operatorname{Lie}(A, B)=L$.
(c) Let $B \in L \backslash L^{(1)}$. Then the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable for almost all $A \in L$.

Proof. This proposition follows directly from results of Secs. 1-6.

The simple description of all codimension one subalgebras provided by the previous theorem leads to the following controllability test for arbitrary (not just control-affine and single-input) right-invariant systems.

Theorem 7.2. Let $L$ be controllable solvable Lie algebra with $\operatorname{dim} L \leq 6$. Then an arbitrary right-invariant system $\Sigma \subset L$ is controllable if and only if the following conditions hold:
(1) $\operatorname{Lie}(\Sigma)=L$;
(2) the system $\Sigma$ is not contained in any one of the two half-spaces in $L$ bounded by the hyperplane $L^{(1)}$.

Proof. Apply Proposition 1 and Theorem 7.1, (a).

## 8. Controllability of SEgMENTS

The preceding results of this paper were related to right-invariant systems of the form

$$
\begin{equation*}
\Gamma=A+\mathbb{R} B=\{A+u B \mid u \in \mathbb{R}\} \subset L \tag{93}
\end{equation*}
$$

i.e., affine lines in a Lie algebra $L$. Moreover, we define a controllable Lie algebra as a Lie algebra that contains at least one controllable line $\Gamma$. Now we pass to right-invariant systems of the form

$$
\begin{equation*}
S=\{(1-u) A+u B \mid u \in[0,1]\} \subset L \tag{94}
\end{equation*}
$$

i.e., segments in $L$. We obtain complete controllability conditions for segments and show that the definition of a controllable Lie algebra $L$ can equivalently be given in terms of controllable segments in $L$.

Remark. In the classical notation, segment (94) is written as the control system

$$
\dot{X}=(1-u) A(X)+u B(X), \quad u \in[0,1], \quad X \in G
$$

where the state space $G$ is the connected simply connected Lie group corresponding to the Lie algebra $L$.

For a subset $\Sigma$ of a vector space $L$, denote by cone $(\Sigma)$ the closed convex positive cone generated by the set $\Sigma$. Recall that a right-invariant system $\Sigma$ in a Lie algebra $L$ is controllable iff the system cone $(\Sigma)$ is controllable.

For an arbitrary Lie algebra $L$, controllability of a segment $S \subset L$ obviously implies controllability of any line $\Gamma \subset L$ such that cone $(S) \subset$ cone $(\Gamma)$. The inverse implication holds in solvable Lie algebras.

Theorem 8.1. Let $L$ be a real solvable Lie algebra. A segment $S \subset L$ is controllable iff any line $\Gamma \subset L$ with $\operatorname{cone}(S) \subset$ cone $(\Gamma)$ is controllable.

Proof. Necessity is already known, and we pass to sufficiency. Let $S \subset$ $L$ be a noncontrollable segment. To prove this theorem, we construct a noncontrollable line $\Gamma \subset L$ with cone $(S) \subset$ cone $(\Gamma)$. By Proposition 1, we have
(1) $\operatorname{Lie}(S) \neq L$ or
(2) there exists a codimension one subalgebra $l \subset L$ such that $S$ is contained in a half-space $\Pi \subset L$ bounded by the hyperplane $l$.
In case (1), the line $\Gamma \supset S$ is the required one:

$$
\begin{aligned}
& \operatorname{Lie}(\Gamma)=\operatorname{Lie}(A, B)=\operatorname{Lie}(S) \neq L \\
& \operatorname{cone}(S) \subset \operatorname{cone}(\Gamma)
\end{aligned}
$$

Consider case (2). If the subalgebra $l$ contains the space $\operatorname{span}(S)$, then

$$
\operatorname{Lie}(S) \subset l \neq L
$$

and we proceed as in case (1). Let $\operatorname{span}(S) \not \subset l$. If $\operatorname{dim} \operatorname{span}(S)=1$, then $\operatorname{Lie}(S)=\operatorname{span}(S) \neq L$. Therefore, dimspan $(S)=2$, i.e., the hyperplane $l$ and the plane $\operatorname{span}(S)$ intersect transversally. The intersection $\Pi_{1}=\operatorname{span}(S) \cap \Pi$ is a half-plane and obviously $S \subset \Pi_{1}$. Thus, cone $(S) \subset$ cone $\left(\Pi_{1}\right)=\Pi_{1}$. Take any line $\Gamma$ in the half-plane $\Pi_{1}$ such that cone $(\Gamma)=\Pi_{1}$. The line $\Gamma$ is the required one, since

$$
\operatorname{cone}(S) \subset \Pi_{1}=\operatorname{cone}(\Gamma)
$$

and

$$
\Gamma \subset \Pi_{1} \subset \Pi \Rightarrow \Gamma \text { is noncontrollable. }
$$

Theorem 8.2. A Lie algebra $L$ is controllable (i.e, $L$ contains a controllable line (93)) iff $L$ contains a controllable segment (94).

Proof. Sufficiency. If a segment $S \subset L$ is controllable, then the line $\Gamma \supset S$ is also controllable.

Necessity. If a line $\Gamma \subset L$ is controllable, then a sufficiently long segment $S \subset \Gamma$ is also controllable. Indeed, let $O \subset \operatorname{span}(\Gamma)$ be a circle centered at the origin. Since the line $\Gamma$ is controllable, the arc

$$
A=O \cap \operatorname{cone}(\Gamma)
$$

is controllable because cone $(A)=$ cone $(\Gamma)$. Further, controllability of rightinvariant systems is preserved under small perturbations (see, e.g., Theorem 2.10 in 8); therefore, any arc $A_{1}$ contained in interior of $A$ and sufficiently close to $A$ is controllable. Then the segment

$$
S=\Gamma \cap \operatorname{cone}\left(A_{1}\right) \subset \Gamma
$$

is controllable since cone $(S)=\operatorname{cone}\left(A_{1}\right)$.

Therefore, if a solvable Lie algebra $L$ is noncontrollable, then any segment $S \subset L$ is noncontrollable. If $L$ is controllable, then it contains a controllable segment $S$. A controllability test for segments (as well as for arbitrary rightinvariant systems) in controllable Lie algebras is provided by Theorem 7.2.

## 9. Concluding remarks

The complete description of controllable solvable Lie algebras up to dimension 6 obtained in this paper is possible mainly due to the necessary and sufficient controllability conditions on solvable Lie groups of Theorems 1 and 2 in 7 . The most essential gap between these conditions, the absence of N-pairs of eigenvalues of the operator ad $\left.B\right|_{L^{(1)}}$, almost vanishes in dimensions 1-6. However, in dimension 7, there appear families of Lie algebras $L$ and vectors $A, B \in L$ for which necessary controllability conditions hold, but sufficient controllability conditions are violated (see Construction 9.1 below). Therefore, the approach of this paper fails starting from dimension 7. Although, this bound seems to be technical only: the results of Sec. 7 common for all dimensions 1-6 may well be extended to higher dimensions. Intrinsically, the result of Jimmie Lawson (Proposition 1) states that in solvable Lie algebras, codimension one subalgebras (together with the rank condition) are responsible for controllability. It seems that in solvable Lie algebras $L$, the following alternative holds:
(1) either the derived subalgebra $L^{(1)}$ is the only codimension one subalgebra;
(2) or there is an infinite number of codimension one subalgebras.

If this alternative is true, then controllable solvable Lie algebras are exactly Lie algebras with one subalgebra of codimension one, the derived subalgebra. The theory of K.H. Hoffmann of codimension one subalgebras 2 can be helpful in this direction.

We conclude by the seven-dimensional example, a gap between necessary and sufficient controllability conditions.

Construction 9.1. The Lie algebra $L_{7}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}$; see Fig. 11 .

$$
\begin{aligned}
& L_{7}(\lambda, \mu)=\operatorname{span}(x, y, z, u, v, s, t) ; \\
& \left.\operatorname{ad} x\right|_{\operatorname{span}(y, z, u, v, s, t)}=\left(\begin{array}{rrrccc}
a & b & 0 & 0 & 0 & 0 \\
-b & a & 0 & 0 & 0 & 0 \\
0 & 0 & c & d & 0 & 0 \\
0 & 0 & -d & c & 0 & 0 \\
0 & 0 & 0 & 0 & 2 a & 0 \\
0 & 0 & 0 & 0 & 0 & 2 c
\end{array}\right) ; \\
& \lambda=a+b i, \mu=c+d i ; \\
& {[y, z]=s, \quad[u, v]=t .}
\end{aligned}
$$



Fig. 11. $L_{7}(\lambda, \mu)$.
Let $L=L_{7}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}$ with $c=\operatorname{Re} \mu<0<\operatorname{Re} \lambda=a$, and let $A, B \in L$ be any elements such that $B \notin L^{(1)}$ and $A\left(B_{x} \lambda\right) \neq 0, A\left(B_{x} \mu\right) \neq 0$. Then all conditions of Theorem 1 in 7 are satisfied. On the other hand, the pair ( $B_{x} \cdot 2 c, B_{x} \cdot 2 a$ ) is an N -pair of eigenvalues; thus, condition (6) of Theorem 2 in 7 is violated.

Remark. After this work was completed, the author found out that Dirk Mittenhuber 10 obtained a purely algebraic description of controllable solvable Lie algebras in arbitrary dimensions. It follows from this description that the Lie algebra $L_{7}(\lambda, \mu), \lambda, \mu \in \mathbb{C} \backslash \mathbb{R}, \lambda \neq \mu, \bar{\mu}$, is controllable.

## 10. Appendix: auxiliary propositions

Lemma 10.1. Let $L$ be a real Lie algebra and $B \in L \backslash L^{(1)}$. Then
(1) $\left[L_{c}^{(1)}(a), L_{c}^{(1)}(b)\right] \subset L_{c}^{(1)}(a+b)$ if $a, b \in \mathrm{Sp}^{(1)}$;
(2) $\left[L^{(1)}(a), L^{(1)}(b)\right] \subset \begin{cases}L^{(1)}(a+b) & \text { if } a, b \in \mathrm{Sp}_{r}^{(1)}, \\ L^{(1)}(a+b) & \text { if } a \in \mathrm{Sp}_{c}^{(1)}, \\ & b \in \mathrm{Sp}_{r}^{(1)}, \\ L^{(1)}(a+b)+L^{(1)}(a+\bar{b}) & \text { if } a, b \in \mathrm{Sp}_{c}^{(1)} ;\end{cases}$
(3) $\left[L^{(1)}(a), L^{(1)}(a)\right] \subset L^{(1)}(2 \operatorname{Re} a)$ if $a \in \mathrm{Sp}_{c}^{(1)}$.

Proof. (1) follows from the Jacobi identity.
(2) and (3) follow from realification of (1).

Lemma 10.2. Let $L$ be a real solvable Lie algebra with $\operatorname{dim} L^{(1)}=$ $\operatorname{dim} L-1$. For any elements $x, B \in L \backslash L^{(1)}$, consider the decomposition

$$
B=B_{x} x+B^{1}, \quad B^{1} \in L^{(1)}
$$

Then

$$
\begin{aligned}
& \operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)=B_{x} \cdot \operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{\left.L^{(1)}\right)}\right) \\
& \operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(2)}}\right)=B_{x} \cdot \operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{\left.L^{(2)}\right)}\right)
\end{aligned}
$$

Proof. It is well known that in any complex solvable Lie algebra there exists a basis in which all inner derivation operators are triangular (see e.g. Theorem 3.7.3 in 9). We choose such a basis in the complexification $L_{c}$ :

$$
\left.\operatorname{ad}_{c} z\right|_{L_{c}^{(1)}}=\left(\begin{array}{ccc}
\lambda_{1}(z) & * & * \\
0 & \ddots & * \\
0 & 0 & \lambda_{n}(z)
\end{array}\right), \quad z \in L_{c}
$$

then

$$
\operatorname{Sp}\left(\left.\operatorname{ad}_{c} z\right|_{L_{c}^{(1)}}\right)=\operatorname{Sp}\left(\left.\operatorname{ad} z\right|_{L^{(1)}}\right)=\left\{\lambda_{1}(z), \ldots, \lambda_{n}(z)\right\}, \quad z \in L
$$

But the Lie algebra $L_{c}^{(1)}$ is nilpotent as the derived subalgebra of a solvable Lie algebra; consequently, the operator $\left.\operatorname{ad}_{c} B^{1}\right|_{L_{c}^{(1)}}$ is nilpotent, i.e.,

$$
\lambda_{1}\left(B^{1}\right)=\cdots=\lambda_{n}\left(B^{1}\right)=0 .
$$

Therefore,

$$
\left.\operatorname{ad}_{c} B\right|_{L_{c}^{(1)}}=\left.B_{x} \operatorname{ad}_{c} x\right|_{L_{c}^{(1)}}+\left.\operatorname{ad}_{c} B^{1}\right|_{L_{c}^{(1)}}=B_{x}\left(\begin{array}{ccc}
\lambda_{1}(z) & * & * \\
0 & \ddots & * \\
0 & 0 & \lambda_{n}(z)
\end{array}\right)
$$

thus,

$$
\operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)=B_{x} \cdot\left\{\lambda_{1}(z), \ldots, \lambda_{n}(z)\right\}=B_{x} \cdot \operatorname{Sp}\left(\left.\operatorname{ad} x\right|_{L^{(1)}}\right)
$$

The relation for the spectra in $L^{(2)}$ is proved similarly.
Lemma 10.3. Let $L$ be a real Lie algebra such that $L \neq L^{(1)} \neq L^{(2)}$. Let $B \in L \backslash L^{(1)}$ and $\mathrm{Sp}^{(1)} \subset \mathbb{R}$. Then $L_{r}^{(1)} \neq L_{r}^{(2)}$.

Proof. $L_{r}^{(1)}=L^{(1)} \neq L^{(2)}=L_{r}^{(2)}$.

Lemma 10.4. Let $L$ be a real Lie algebra, $\operatorname{dim} L^{(1)}=\operatorname{dim} L-1, A, B \in$ $L, B \notin L^{(1)}$, and let the spectrum $\mathrm{Sp}^{(1)}=\operatorname{Sp}\left(\left.\operatorname{ad} B\right|_{L^{(1)}}\right)$ be geometrically simple. Consider the decomposition

$$
\begin{equation*}
A=A_{B} B+A^{1}, \quad A_{B} \in \mathbb{R}, A^{1} \in L^{(1)} . \tag{95}
\end{equation*}
$$

Then the following conditions are equivalent:
(1) $\operatorname{top}(A, \lambda) \neq 0$ for all $\lambda \in \mathrm{Sp}^{(1)}$;
(2) the vector $A^{1}$ does not belong to any proper invariant subspace of the operator ad $\left.B\right|_{L^{(1)}}$;
(3) $\operatorname{span}\left(B, A,(\operatorname{ad} B) A, \ldots,(\operatorname{ad} B)^{n-2} A\right)=L, n=\operatorname{dim} L$.

Proof. By Lemma 5.1 in 7, condition (1) is equivalent to the following one:

$$
\begin{equation*}
\operatorname{rank}\left(A^{1},(\operatorname{ad} B) A^{1}, \ldots,(\operatorname{ad} B)^{n-2} A^{1}\right)=n-1 \tag{96}
\end{equation*}
$$

(one should just replace in that lemma $\mathbb{R}^{n}, b$, and $A$ respectively by $L^{(1)}$, $A^{1}$, and $\left.\operatorname{ad} B\right)$. Further, (96) is equivalent to

$$
\begin{equation*}
\operatorname{span}\left(A^{1},(\operatorname{ad} B) A^{1}, \ldots,(\operatorname{ad} B)^{n-2} A^{1}\right)=L^{(1)} \tag{97}
\end{equation*}
$$

which holds iff

$$
\operatorname{span}\left(B, A^{1},(\operatorname{ad} B) A^{1}, \ldots,(\operatorname{ad} B)^{n-2} A^{1}\right)=L
$$

In view of $(95)$ and since $(\operatorname{ad} B) A^{1}=(\operatorname{ad} B) A$, the above relation is equivalent to condition (3) of this lemma. The equivalence (1) $\Leftrightarrow(3)$ is proved.

The proposition (2) $\Leftrightarrow$ (3) follows since (97) is equivalent to (2).
Lemma 10.5. Let $L$ be a real solvable Lie algebra with a codimension one derived subalgebra $L^{(1)}$. Assume that for any element $B \in L \backslash L^{(1)}$, there exists an element $A \in L$ such that the system $\Gamma=A+\mathbb{R} B \subset L$ is controllable. Then the derived subalgebra $L^{(1)}$ is the only codimension one subalgebra of $L$.

Proof. Suppose that $l \neq L^{(1)}$ is another codimension one subalgebra in $L$. Take any element $B \in l \backslash L^{(1)}$. By Proposition 1 , for any $A \in L$, the system $\Gamma=A+\mathbb{R} B$ is not controllable, since $\Gamma$ is contained in a half-space bounded by the subalgebra $l$. The contradiction with the hypothesis of this lemma completes the proof.

Acknowledgment. The author is pleased to thank Professor A. A. Agrachev for pointing out the importance of the low-dimensional problem considered in this paper. The author is grateful to Professors Jean-Paul Gauthier, Jean-Marie Strelcyn, and Dirk Mittenhuber for valuable discussions of results of the work.

## References

1. V. Ayala Bravo, Controllability of nilpotent systems. In: Geometry in nonlinear control and differential inclusions, Banach Center Publications, Warszawa, 32 (1995), 35-46.
2. K.H. Hoffmann, Hyperplane subalgebras of real Lie algebras. Geom. Dedic. 36 (1990), 207-224.
3. V. Jurdjevic, Geometric control theory. Cambridge University Press, 1997.
4. V. Jurdjevic and I. Kupka, Control systems on semi-simple Lie groups and their homogeneous spaces. Ann. Inst. Fourier, Grenoble 31 (1981), No. 4, 151-179.
5. J. D. Lawson, Maximal subsemigroups of Lie groups that are total. Proc. Edinburgh Math. Soc. 30 (1985), 479-501.
6. Yu.L. Sachkov, Controllability of hypersurface and solvable invariant systems. J. Dynam. Control Syst. 2 (1996), No. 1, 55-67.
7. _ Controllability of right-invariant systems on solvable Lie groups. J. Dynam. Control Syst. 3 (1997), No. 4, 531-564.
8. , Controllability of invariant systems on Lie groups and homogeneous spaces. In: Progress in Science and Technology, Series on Contemporary Mathematics and Applications, Thematical Surveys, Vol. 59, Dynamical Systems-8 (Russian), All-Russian Institute for Scientific and Technical Information (VINITI), Ross. Akad. Nauk, Moscow, 1998 (to appear); Ehglish transl: J. Math. Sci. (to appear).
9. V.S. Varadarajan, Lie groups, Lie algebras, and their representations. Spinger-Verlag, New York, Berlin, Heidelberg, Tokyo (1984).
10. D. Mittenhuber, Controllability of solvable Lie algebras, submitted.
(Received 03.12.1999)
```
Author's address:
Program Systems Institute
Russian Academy of Sciences
152140 Pereslavl-Zalessky, Russia
&
SISSA
Via Beirut 2-4
Trieste, Italy
E-mail: sachkov@sissa.it
```


[^0]:    1991 Mathematics Subject Classification. 93B05, 17B20.
    Key words and phrases. Controllability, right-invariant systems, Lie groups, solvable.
    This work was supported by the Russian Foundation for Basic Research, projects No. 98-01-01028 and No. 97-01-00109, by Russian State Committee for High Education, and by INTAS Fellowship for young NIS researchers, project No. 98-94.

