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Abstract. We present a new flexible wavefront propagation algorithm
for the boundary value problem for sub-Riemannian (SR) geodesics in the
roto-translation group SE(2) = R? x S with a metric tensor depend-
ing on a smooth external cost C : SE(2) — [d,1], 6 > 0, computed
from image data. The method consists of a first step where geodesically
equidistant surfaces are computed as a viscosity solution of a Hamilton-
Jacobi-Bellman (HJB) system derived via Pontryagin’s Maximum Prin-
ciple (PMP). Subsequent backward integration, again relying on PMP,
gives the SR-geodesics. We show that our method produces geodesically
equidistant surfaces. For C = 1 we show that our method produces the
global minimizers, and comparison with exact solutions shows a remark-
able accuracy of the SR-spheres/geodesics. Finally, trackings in synthetic
and retinal images show the potential of including the SR-geometry.

Keywords: Roto-translation group - Hamilton-Jacobi equations -
Vessel tracking + Sub-riemannian geometry - Morphological scale spaces

1 Introduction

In computer vision, a strategy to address the problem of salient curve extraction
is the notion of geodesics or minimal paths where some cost function is considered
over the image domain such that it has a low value on locations with high curve
saliency. The minimizing geodesic is defined as the curve that minimizes the
length of the curve weighted by the cost function. To compute data-adaptive
geodesics many authors use a two step approach in which firstly a geodesic
distance map to a source is computed and then steepest descent on the map
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gives the geodesics. In a PDE framework, the geodesic map can be obtained via
wavefront propagation as the viscosity solution of a Hamilton-Jacobi equation.
For a review of this approach and applications see [22,26,28].

Another set of geodesic methods, partially inspired by the psychology of
vision was developed in [11,25]. Here, the roto-translation group SE(2) = R?xS?
endowed with a sub-Riemannian (SR) metric models the functional architecture
of the primary visual cortex and geodesics are used for completion of occluded
contours. A stable wavelet-like approach to lift 2D-images to functions on SE(2)
was proposed in [12]. Within the SFE(2) framework, images and curves are lifted
to the 3D space R? x S' of coupled positions and orientations in which inter-
secting curves are disentangled. The SR-structure applies a restriction to so-
called horizontal curves which are the curves naturally lifted from the plane (see
Fig. 1A). For explicit formulas of SR-geodesics and optimal synthesis see [27].
SR-geodesics in SFE(2) were also studied in [6,7,14,18,20]. Here, we propose a

Fig.1. A: Every point in the planar curve vop(t) = (x(¢),y(t)) is lifted to a point
g =) = (z(t),y(¢),0(t)) € SE(2) on an horizontal curve (solid line) by considering
the direction of the tangent vector 42p(¢) of the planar curve as the third coordinate.
Then, tangent vectors §(t) € span{ A1, Az|,,} = Al ), Eq. (1). B: In the lifted
domain SE(2) crossing structures are disentangled. C: The SR-geodesic (green) better
follows the curvilinear structure along the gap than the Riemannian geodesic (red).

new wavefront propagation-based method for finding SR~geodesics within SE(2)
with a metric tensor depending on a smooth external cost C : SE(2) — [4,1],
d > 0 fixed. Our solution is based on a Hamilton-Jacobi-Bellman (HJB) equa-
tion in SE(2) with a SR metric including the cost. Using Pontryagin’s Maximum
Principle (PMP), we derive the HJB-system with an Eikonal equation providing
the propagation of geodesically equidistant surfaces departing from the origin.
We prove this in Thm. 1, and we show that SR-geodesics are computed by back-
tracking via PMP. In Thm. 2, we consider the case C = 1 and we show that the
surfaces coincide with the SR-spheres, i.e. the surfaces from which every tracked
curve is globally optimal. We find a remarkable accuracy compared to exact
solutions, 1st Maxwell sets, and to the cusp surface [7,14]. Potential towards
applications of the method with non-uniform cost is demonstrated by perform-
ing vessel tracking in retinal images. Here the cost function is computed by lifting
the images via oriented wavelets, as is explained in Section 3.1. Similar ideas of
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computing geodesics via wavefront propagation in the extended image domain
of positions and orientations, and/or scales, have been proposed in [5,17,23]. In
addition to these interesting works we propose to rely on a SR geometry. Let us
illustrate some key features of our method. In Fig. 1B one can see how disentan-
glement of intersecting structures, due to their difference in orientations, allows
to automatically deal with crossings (a similar result can be obtained with the
algorithm in [23]). The extra benefit of using a SR geometry is shown in Fig. 1C
where the SR-geodesic better follows the curvilinear structure along the gap.

2 Problem Formulation

The roto-translation group SE(2) is equipped with the group product:

99 = (x,Rp)(X',Rp’) = (Rex' + x, Rg1¢'), where Ry is a counter-clockwise
planar rotation over angle 6. This group can be naturally identified with the
coupled space of positions and orientations R? x S!, by identifying Rg < 0
while imposing 27-periodicity on 6. Then for each g € SE(2) we have the left
multiplication Lyh = gh. Via the push-forward (Lg). of the left-multiplication
we get the left- 1nvar1ant vector fields {Al,AQ,Ag} from the Lie-algebra basis
{A1, Az, A3} = { 0], , Osl, , Oyl,} at the unity e = (0,0,0):

Ail, = cos0 0|, +sinf Oyl, = (Lg)« Ozl »

A2|g = 89|g = (Lg)* 80‘(57 (1)
As|, = —sing 0y|, +cos0 0|, = (Lg)« Oyl, -
So all tangents §(t) € Ty (SE(2)) along smooth curves ¢ +— ~(t) € SE(2) can
be expanded as (t) = Zk Luk(t) A k| (1), where the contravariant components

u®(t) of the tangents (velocities) can be considered as the control variables.
Not all curves ¢t — y(t) = (z(t),y(t),0(¢)) in SE(2) are naturally lifted from
the plane in the sense that 6(t) = arg(#(t) + ¢¢(¢)). This only holds for so-
called horizontal curves which have u? = 0 and thus () = Zi:l uk(t) Arl -
The allowed (horizontal) directions in tangent bundle T'(SE(2)) form a so-called
distribution A := span{A;, A2}, see Fig. 1A.
Therefore we consider SR-manifold [21] (SE(2), A4, GC), with
C.SE(2) x A x A — R denoting the inner product given by

G (3(0),3(0)) = €2 (3(1)) (B (2) cos 0(0) +5(1) sim OO + 161) %), (2)

with v : R— SE(2) a smooth curve on R?x S, 3 > 0 constant, C : SE(2) — [§,1]
the given external smooth cost which is bounded from below by § > 0.

Remark 1. Define L,¢(h) = ¢(g~h) then we have:
GC|7(;Y’;V) = Gﬁgc|gW ( (Lg)*;% (Lg)*;}’ ) .

Thus, G¢ is not left-invariant, but if shifting the cost as well, we can, for the
computation of SR-geodesics, restrict ourselves to v(0) = e.
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We study the problem of finding SR minimizers, i.e. for given boundary condi-
tions v(0) = e,y(T) = g, we aim to find a horizontal curve v(¢) (having 4 € A)
that minimizes the total SR length

- [ & GO )

If ¢ is the SR arclength parameter, which will be our default parameter here,
then \/GCH(@ (%(t),4(t)) =1 and I = T. Then, SR minimizers are solutions to
the optimal control problem (with free T > 0):

¥ = ul Al‘,y +7.L2 A2|,y
’7(0) e, T) =y,
I(v() = (v(1)) v/ B?[ul |2 + |u?(t)|? dt — min,
()eSE(2) (ul(t),u?(t)) e R%, B> 0.

Stationary curves of this problem are found via PMP [1].

Remark 2. The Cauchy-Schwarz inequality implies that the minimization prob-
lem for the SR length functional [ is equivalent (see e.g. [21]) to the minimization
problem for the action functional with fixed T":

/ C2 (4 (1) (B2 (1) + [u(5)?) . (5)

3 Solutions via Data-Driven Wavefront Propagation

The following theorem summarizes our method for the computation of data-
adaptive sub-Riemannian geodesics in SE(2), and is illustrated in Fig. 2.
Theorem 1. Let W (g) be a solution of the boundary value problem (BVP)

with Eikonal-equation

{ —/(C(9)) 2 (B2AW>(g)]? + [A:W>(g)[?) = 0, for g # e, (6)
W (e) = 0.

Then the iso-contours

St ={9€ SEQ)|W>(g) =1} (7)

are geodesically equidistant with speed % = C(~(t))y/B2[ul(t)[* + [W2(t)]® = 1
and they provide a specific part of the SR wavefronts departing from e = (0,0,0).
A SR-geodesic departing from g € SE(2) is found by backward integration

A=, AW
1

Yo(t) = m |'Yb(t) - W 2|%(t) ; %(0)=g. (8
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As the proof of Thm. 1 is lengthy, we do not include its details in this confer-
ence paper. For the proof see [4]. In fact, the results on geodesically equidistant
surfaces follow from connecting the Fenchel transform on A, to the Fenchel trans-
form on R? (Lemma 1 in [4, App. C]). Then, we derive the HJB-equation for
the homogeneous Lagrangian as a limit from the HJB-equation for the squared
Lagrangian (Lemma 2 in [4, App. C.1]). The back-tracking result follows from
applying PMP to (5), (see [4, App. C.1]). Akin to the R%case [8], characteristics
are found by PMP. [l

To obtain an iterative implementation to solve BVP Eq. (6), relying on viscosity
solutions of initial value problems (IVP), we resort to subsequent auxiliary IVP’s
on SE(2) for each r € [rg,ro + €], with ro = ne at step n € NU {0}, € > 0 fixed:

{ O (9,1) = 1= /(C(9)) 2 (B2 AW <(g,7) 2 + [AW<(g. 1) ]?), )
We(g,m0) = Wy, (9):

Here Wy _y = 6} is the morphological delta (i.e. 62 (g) = 0 if g = e, and
M(g) = oo if g # e). After each iteration at time-step r = 7y, we update
We(e,ro) = Wy, (e) = 0. For g # e and n > 1 we set W (9) = WS, _(g,70) (i.e.
we use, only for g # e, the end condition at step n for the initial condition at
step n + 1). Then we obtain

W (g) = lim lim W€(g, (n + 1)e). (10)
e—0n—oo

Here we stress that, by general semigroup theory [2], one cannot impose both
the initial condition and a boundary condition W€(e,r) = 0 at the same time,
which forced us to update the initial condition (at g = €) in our implementation
scheme. It is important for optimality results below, that the solution W*€(g, )

obtained from W€(g,70) = W (g) is the unique viscosity solution of (9).
The next theorem provides our main theoretical result. Recall that Maxwell
points are SFE(2) points where two distinct geodesics with the same length meet.

Theorem 2. Let C = 1. Let W™ (g) be given by (10), based on viscosity solu-
tions of (9), solving (6). Then S; equals the SR-sphere of radius t. Backward
integration via (8) provides globally optimal geodesics reaching e at t = d(g, e) :=

T
min / \/|é(t)|2 + 32|z (t) cos O(t)+y(t) sin O(t)|2 dt,
v € C®(RY,SE(2)), T >0,Jo

YE€AY0) =ev(T)=yg

and yp(t) = Y™™ (d(g,e) — t). The SR-spheres S; = {g € SE(2) | d(g,e) = t}
are non-smooth at the 1st Mazwell set M, cf. [27],

M C {(z,y,0) € SE(2) | zcos§ +ysinf =0V 0 =1}, (11)

and the back-tracking (8) does not pass the 1st Mazwell set.
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(2,y,0) = (6,3,7/3)

_ (@0.10.60) = (0,0.0)
A T B « C

Fig.2. A-B: Our method provides both geodesically equidistant surfaces S; (7) and
SR-geodesics. Geodesic equidistance holds with unit speed for all SR-geodesics passing
through the surface, see Thm 1. Via Thm. 2 we have that W*(g) = d(g,e) and
{S:}+>0 is the family of SR-spheres with radius ¢ depicted in this figure. They are
non-smooth at the 1st Maxwell set M. C: SR-~geodesic example (for C = 1) shows our
PDE-discretizations (with 12 and 64 sampled orientations in red and green resp.) are
accurate in comparison to analytic approaches (black) in [14,27].

—T

. 5

Fig. 3. A: SR-sphere S; for t = 4 obtained by the method in Thm. 1 using C =1 and
oM as initial condition via viscosity solutions of the HJB-equation (9) implemented
according to Section 4. B: The full SR-wavefront departing from e via the method
of characteristics giving rise to interior folds (corresponding to multiple valued non-
viscosity solutions of the HJB-equation). The Maxwell set M consists precisely of the
dashed line on @ cos ¢ + ysin £ = 0 and the red circles at |§] = 7. The dots are 2 (of
the 4) conjugate points on S; which are limits of 1st Maxwell points (but not Maxwell
points themselves). In B we see the astroidal structure of the conjugate locus [10,20].
In A we see that the unique viscosity solutions stop at the 1st Maxwell set. Comparison
of A and B shows the global optimality and accuracy of our method at A.
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[lice r = —4: W=(—4,y.0) RQ u Sl

Maxwell-point
g =("y.0)
=(-1.4.3)

L u=4 |
slice y =4: W>(z,4,0)

A B =

Fig. 4. Maxwell point g* = (—4,4,7/2) (in white) on SR-sphere S; (in orange) for
C = 1. At g* two SR-geodesics y1 Z 72 with equal SR-length ¢ meet (v1(t) = v2(t)).
From left to right: A: projection of 71 and 2 on the plane (z,y), B: 2D-slices (z = z*,
y =1y") of level sets of W™ (g) with distinguished value W (g) = ¢ (again in orange).
On top we plotted, the Maxwell point, the intersection of surface xcos% + ysin% =0
(in purple, this set contains a part of the 1st Maxwell set) with the 2D-slices. C: The
SR-sphere &; in SE(2), D: section around ¢* revealing the upward kink due to the
viscosity solution. From this kink we see that the tracking (8) does not cross a 1st
Maxwell point as indicated in red, yielding global optimality in Thm. 2.

Proof of Thm. 2 can be found in [4, App. C.2]. The global optimality and the
non-passing of the 1st Maxwell set can be observed in Fig. 3. The geometrical
idea of the proof is illustrated in Fig. 4.

Remark 3. The stationary solutions of (9) satisfy the SR-Eikonal equation
(6). The Hamiltonian H7/%¢? for the equivalent fixed time problem (5) equals
HTiwed (g p) = (C(g))~2 (B72h3 + h3) = 1/2, with momentum covector p =
hiw' + haw?® + haw® expressed in dual basis {w'}?_; given by (w', A;) = 47
The Hamiltonian H/"®® for the free time problem (4) minimizing [ equals
HI7ee(g,p) = /2HT@ed(g p) — 1 = 0. For details see [4, App. A and C].

Eq. (6) can be written as H/™*¢(g,p) = 0 with momentum covector equal to

p= S (AW,

Remark 4. SR geodesics loose their optimality either at a Maxwell point or at
a conjugate point (where the integrator of the canonical ODE’s, mapping initial
momentum po and time ¢ > 0 to end-point 7(t), is degenerate [1]). Some con-
jugate points are limits of Maxwell points, see Fig. 4, where the 1st astroidal
shaped conjugate locus coincides with the void regions (cf. [3, fig.1]) after 1st
Maxwell set M. When setting a Maxwell point as initial condition, initial gradi-
ent dW| +(0) 18 not defined. Here there are 2 horizontal directions with minimal
slope, taking these directions our algorithm produces the result in Fig. 6B.

Remark 5. The choice of our initial condition comes from the relation between
linear and morphological scale spaces [2,9]. Here, for linear SE(2)-convolutions
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over the (-,+)-algebra one has 6, *gg@2) U = U. For morphological SE(2)-
convolutions over the (min, +)-algebra [14] one has a similar property:

G ov)g) = nf {8(a79) + Ul@)} =Ulo), (12)

This is important for representing viscosity solutions of left-invariant
HJB-equations on SE(2) by Lax-Oleinik [15] type of formulas (akin to the SE(3)-
case [13]).

3.1 Construction of the Non-uniform Cost

The cost should have low values on locations with high curve saliency, and high
values otherwise. Based on image f we define the cost-function § < C <1 via

C(x,0) =6+ (1 — §)e V0, A>0, (13)
. _ W ix0) P . . Lo . .
with V(x,0) = Woll= | P> 1, a differentiable function in which the lines
are enhanced, and where the lifting is done using anisotropic wavelets :
Ve .0 = [ DTGy =) 3)dy. (14)

Here we take the modulus of the image lifted by (quadrature) wavelets 1) as
a basic technique for the detection of curvi-linear structure. The power with
exponent p after a max-normalization to [0, 1] is used to sharpen the data. In
this work we use so-called cake wavelets [12] to do the lifting. These wavelets
have the property that they allow stable reconstruction and do not tamper data
evidence before processing takes place in the SE(2) domain. Other type of 2D
wavelets could be used as well. In related work by Péchaud et al. [23] the cost C
was obtained via normalized cross correlation with a set of templates. In Eq. (13)
two parameters, 0 and A, are introduced. Parameter ¢ is used as a lower bound on
the cost function, and may be used to increase the contrast in the cost function.
E.g., by choosing § = 1 one creates a uniform cost function and by choosing § < 1
one adds more contrast. Parameter A is used as a soft-thresholding parameter.

4 Implementation

To compute the SR geodesics with given boundary conditions we first construct
the value function W in Eq. (6), implementing the iterations at Eq. (9), after
which we obtain our geodesic v via a gradient descent on W from g back to e,
recall Thm. 1 (and Thm. 2). We use an iterative upwind scheme to obtain the
viscosity solution W€ at iteration Eq. (9). Here we initialize W¢(-,0) = §MP(.),
with the discrete morphological delta, given by P (g) = 0if g = e and 1 if
g # e, and iterate

{ We(g,r+ Ar) = W(g,r) = Ar HL(g,dW*(g,7)) for g # e

We(e,r + Ar) =0,
(15)
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Fig. 5. Left: retinal image f and corresponding function Wy f (‘invertible orientation
score’) using a cake-wavelet 1 [12]. The cost C, constructed via the modulus of the
score cf. (13) with p = 3, 6 = 0.3, A = 30, yields a differentiable function.

with H (g, aW<(9,7) = (o /B2 AW g, 1) + (AW e(g, )2 — 1)
until convergence. We set Ar = € in Eq. (9). In the numerical upwind scheme
we set (A;W<(g,7))? = (max {A; W<(g,r), —Af We(g,r 0}) , where A and
A denote respectively the forward and backward finite difference approxima-
tions of A;. Here finite differences applied in the moving frame, using B-spline
interpolation, are favorable over finite differences in the fixed coordinate grid
{z,y,0}. For details on left-invariant finite differences and comparisons see [16].
In our implementation the origin e is treated separately as our initial condition
is not differentiable. We apply the update We€(e,r) = 0 for all » € ¢N. We set
step size € = 0.1 min(s,y/3, sg) with s;, and sg step sizes in respectively the
z-y-directions and #-direction.

5 Experiments and Results

5.1 Comparison and Validation C = 1 Case

Throughout the paper we have illustrated the theory with figures obtained via
our new wavefront propagation technique. In this section we go through the
figures that support the accuracy of our method. As the problem (4) for C =
1 was solved [14,27], we use this as a basis for comparison. Unless indicated
otherwise, we used the implementation details as described in Section 4, and
worked with a {x,y,0}-121x121x64 grid.

Let us consider Fig. 2C. Here an arbitrary SR-geodesic between the SE(2)
points v(0) = e and y(T") = (6,3, 7/3) is found via the initial value problem in
[27] with end-time T = 7.11 and initial momentum po = h1(0)dz + ha(0)dy +
h3( )dH with hl w/l — |h2 |2 hg = 0.430 and h3(0) = —0.428, is
used for reference (black curve in Fig QC) Using the semi-analytic approach
in [14] an almost identical result is obtained. The curves computed with our
method with angular step-sizes of 27/12 and 27 /64 are shown in Fig 2C in red
and green respectively. Already at low resolution we observe accurate results.
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\
\

1% cusp surface

A

¥
Additional folc

A > cusp a':"' Y B

Fig. 6. A: The blue surface represents the cusp surface numerically computed via the
proposed HJB-system (with C = 1) and subsequent calculation of the zero-crossings
of AW (z,y,0). Indeed if a SR-geodesic (in green) passes this surface, it passes in
f-direction (with infinite curvature [7,14]), yielding a cusp on the spatial ground plane.
The same blue surface is computed in [14, Fig. 11]. We even see the additional fold
(top left passing the grey-plane) as some globally optimal SR-geodesics even exhibit 2
cusps. B: Different configurations of projected SR-geodesics ending in Maxwell points,
computed with our method.

In Fig. 3 we compare one SR-sphere for T'= 4 (Fig. 3A) found via our method
with the full SR-wavefront departing from e (Fig. 3B) computed by the method
of characteristics [27]. We observe that our solution is non-smooth at the 1st
Maxwell set M (11) and that the unique viscosity solution stops precisely there.
Finally, the blue surface in Fig. 6A represents the cusp surface, i.e. the surface
consisting of all cusp points. Cusps are singularities that can occur on geodesics
when they are projected into the image plane (see Fig. 6A). This happens at
points g. where the geodesic is tangent to the vector Op] g = As| ge and this
implies that the control u; vanishes. Then, the cusp surface is easily computed
as the zero-crossing of A; W (x,y, 0). The obtained surface is in agreement with
the exact cusp surface given in [14, Fig. 11].

5.2 Feasibility Study for Application in Retinal Imaging

As a feasibility study for the application of our method in retinal images we
tested the method on three image patches exhibiting both crossings and bifurca-
tions (Fig. 7). For each patch two seed points were selected manually, one for an
artery (red) and one for a vein (blue). For each seed point the value function W
was calculated according to the implementation details in Section 4, after which
multiple end-points were traced back to the seed point. The image dimensions
were respectively 200 x 200, 125 x 125 and 125 x 125. For the construction of
the cost function we set p = 3, § = 0.3, 8 = 0.1, A = 30 (see e.g. Fig. 5), and
the lifting was done using cake wavelets with angular resolution 27 /32.

In Fig. 7 we see that all selected end-points were traced back correctly,
and that the tracks smoothly follow the actual vessels. We note here that our
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Fig. 7. Data-adaptive sub-Riemannian geodesics obtained via our proposed tracking
method (Thm. 2), with external cost (13), with p =3, § = 0.3, 8 = 0.1, A = 30. The
dashed, dark-red, curve indicates results obtained with § = .5.

sub-Riemannian approach enforces smoothness, and that flexibility is controlled
via parameter (. This is a convenient property as it increases robustness to noise,
missing data and complex crossing structures. However, it might not be wise to
set the 3 parameter globally, as we did in these experiments, since smaller vessels
are typically more tortuous and therefore require more flexibility. To demonstrate
the effect of a larger value for 0 we retraced the small and low-contrast blood
vessel in Fig. 7B (see dashed dark-red curve) with § = .5 and see that it now
more accurately follows the true vessel curve. In this study, we do not focus on
the precise centerline extraction, this could however be achieved by considering
the vessel width as an extra feature (as in [5,17,23]).

6 Conclusion

In this paper we propose a novel, flexible and accurate numerical method for
computing solutions to the optimal control problem (4), i.e. finding SR-geodesics
in SE(2) with non-uniform cost. The method consists of a wavefront propaga-
tion of geodesically equidistant surfaces computed via the viscosity solution of
a HJB-system in (SE(2), A, GC), and subsequent backwards integration, which
gives the optimal tracks. We used PMP to derive both the HJB-equation and the
backtracking. We have shown global optimality for the uniform case (C=1) and
that our method generates geodesically equidistant surfaces. Compared to pre-
vious works regarding SR-geodesics in (SE(2), A, G') [14,18,27], we solve the
boundary value problem without shooting techniques, using a computational
method that always provides the optimal solution. Compared with wavefront
propagation methods on the extended domain of positions and orientations in
image analysis [23,24], we consider a sub-Riemannian metric instead of a Rie-
mannian metric. Results in retinal vessel tracking are promising.
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Fast, efficient implementation using ordered upwind schemes (such as the
anisotropic Fast Marching method presented in [19]) is planned as future work
as well as adaptation to other Lie groups such as SE(3) and SO(3). Of partic-
ular interest in neuroimaging is application to high angular resolution diffusion
imaging (HARDI) by considering the extension to SE(3) [13,24].
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